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Prefacio 

A CoMIC'07 - Conferencia de Metodologias de Investiga9ao Cientifica pretende ser 
um forum de discussao e aplica9ao de praticas de investiga9ao cientifica, 
nomeadamente no ambito da informatica e da engenharia informatica. Organiza-se este 
ano pela segunda vez, como conclusao natural de uma disciplina do Programa de 
Doutoramento em Engenharia Informatica (ProDEI) da FEUP, designada Metodologias 
de lnvestiga9ao Cientifica (MIC). 

A disciplina, pertencente ao primeiro semestre da componente curricular do curso, 
pretende transmitir aos alunos os processos, metodologias e praticas associados a 
investiga9ao cientifica, assim como melhorar a sua capacidade de produ9ao adequada de 
textos cientificos. Com um formato misto baseado em tutoriais e seminarios 
multidisciplinares, a disciplina culmina com a realiza9ao deste encontro que se destina a 
funcionar, figurativamente, como um laborat6rio de prova dos conceitos apreendidos 
pelos alunos: estes desempenham varios papeis, como os de autores dos artigos, 
comissao de organiza9ao e comissao cientifica, devidamente acompanhados pelos 
docentes da disciplina e de outros docentes que aceitaram o desafio de colaborar na 
revisao e, em alguns casos, na escrita dos artigos. 

A CoMIC'07 surge assim como o mote para produ9ao de artigos com formato 
cientifico correcto, onde os autores colocam em pratica os conhecimentos adquiridos ao 
longo da disciplina, havendo ainda lugar para publica9oes de outros alunos de 
doutoramento exteriores ao programa. Numa fase embrionaria da investiga9ao, e natural 
que alguns trabalhos se apresentem ainda algo incipientes, ficando-se por uma pesquisa 
de estado-da-arte numa area ou por uma descri9ao pouco exaustiva de trabalho ainda a 
realizar no futuro. Nao e fundamental, nem tal seria possivel na totalidade dos casos, 
que os trabalhos sejam muito aprofundados, devendo no entanto apresentar-se com o 
minimo de requisitos que sao os normalmente exigidos num artigo cientifico. Embora 
nao de forma generalizada, as contribui9oes apresentadas apontam ja para os temas que 
os alunos pretendem seguir na componente de investiga9ao do programa de 
doutoramento. 

0 presente volume inclui os vinte e dois artigos publicados nesse contexto, reunidos, 
de acordo com os assuntos versados, em seis sessoes tecnicas da conferencia. Estas 
sessoes agrupam e classificam os temas, expectavelmente heterogeneos, face a 
diversidade das areas cobertas pelo ProDEI, dos artigos em publica9ao: Rob6tica e 
Automa9ao Industrial Inteligente ( 4 artigos ), Sistemas Multi-Agente ( 4 artigos ), 
Aplica9oes Web (3 artigos), Programa9ao Orientada a Aspectos (4 artigos), Engenharia 
de Software e Sistemas de Informa9ao (4 artigos), Computa9ao Distribuida e Redes de 
Computadores (3 artigos). 

Os docentes de MIC agradecem o empenho de todos quantos participaram nesta 
realiza9ao que, esperam, tenha contribuido para uma melhor apreensao dos temas 
tratados ao longo da disciplina, nos dominios da investiga9ao cientifica e da escrita de 
documentos relacionados. 

Eugenio Oliveira e A. Augusto de Sousa, 
(Docentes de MIC - Programa de Doutoramento em Engenharia Informatica) 
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Real Time and Complete Assembly Lot 
Traceability Algorithm 

Vasco Vinhas, Luis Reis and Fernando Moreira 

Faculdade de Engenharia da Universidade do Porto Rua Dr. Roberto Frias, s/n 
4200-465 Porto, Portugal 

Abstract. In order lo maximize equipment usage and process through
put rates, backend assembly line routes are extremely Aexible and lots 
are merged and split several times. Assembly line operation information 
is recorded on a lot granularity level but test operations are conducted 
on an IC level. Therefore, due both to information granularity discrep
ancy and to the massive number of IC tested, IT server infrastructure 
is often a bottleneck in tracing the faults causes. This paper proposes 
an algorithm that enables complete and cost effective lot history recon
struction from any assembly or lest operation up lo wafer reception. This 
algorithm permits efficient fault origin detection and consequently an es
timated yield enhancement of 0.5%. The method consists in an inverse 
temporal analysis with path recognition and common branch deletion. 
For each operation, equipments, operators and external materials used 
are also collected and associated to lot history. The algorithm imple
mentation has proved to allow real time defect cause identification and 
reduce the negative impact of IT server infrastructure on handling IC 
testing data by enabling complete lot history reconstruction in less than 
five seconds. 

1 Introduction 

In semiconductor industry, integrated circuit unit test is a vital production stage 
in what concerns to detect component malfunctions and, above all, correctly pin
point shop floor defect roots. The most demanding challenges when dealing with 
IC test data are efficient shop floor particular IC location, usually production 
engineers need to track down in real time integrated circuits from a particular 
wafer or frontend lot, and correct defect correlation with production elements: 
equipments, materials, operators and/or other variables. 

The main difficulty when dealing with the previous objectives is how to effi
ciently solve lot traceability without too many concessions in restricting reality 
model while guarantying Manufacturing Execution System framework indepen
dence and resulting system openness high levels in order to ensure future devel
opments possibility. This multidimensional hurdle is especially complex to over
come in semiconductor industry due to extreme information granularity level 
discrepancy. The problem fundamental nature is based on the fact that units 
are processed in lots during all assembly line stages but tests are performed at 
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individual IC level and is aggravated due to both extreme shop floor lot route 
flexibility and dynamic composition. 

With the intent of answering the exposed challenges. and collaterally demon
strating the high importance of this subject, several software solution proposals 
have been developed and are available in the market. One of these is Oracle Shop 
Floor Management [1] which is part of Oracle Supply Chain Management and 
integrates with other Supply Chain Management applications, including Oracle 
Advanced Supply Chain Planning. It is a web application that supports com
plex lot transaction management, lot genealogy tracking, dynamic routing and 
integration with several ERP. Other approaches, predominantly led by MES 
developer companies, consist in an attempt to migrate some of the presented 
functionalities directly into MES frameworks. Particularly cases of these actions 
are t he initiatives conducted by Applied Materials with Applied FAB300 [2], by 
UGS with Tecnomatix [3] and Dataworks with the homonymous system [4]. Fi
nally, t here are several, much less documented, in house solution proposals that 
often only try to answer specific organization process requirements. An illustra
tive example of this kind of approaches is the User Electronic Signature [5] [6] 
proposed by Lattice Semiconductor Corporation that consists in a technology 
that enables, once established the component production route, direct path en
gravement in each integrated circuit for future route history analysis whenever 
a defect is identified. 

The approach described in this paper uses data collected by organization's 
MES framework, during manufacturing process, in order to efficiently reconstruct 
lot genealogy enabling real time and complete lot traceability. The presented al
gorithm is a solid ground base for semiconductor industry multiple applications 
that have lot traceability as a requirement. The algorithm is designed to en
able low adaptation effort to each particular organization MES framework and 
data schemas since it was based in an almost restriction free reality model. A 
typical software example that can be built having this algor ithm as base is an 
advanced assembly monitoring tool. Such application, equipped with real t ime 
and complete lot traceability, would allow online monitoring of the line perfor
mance in terms of assembly fails enabling early failure mode detection, easy 
equipment performance comparison enabling quick technician intervention, hold 
volume decrease by restricting equipment problem propagation to many lots and 
yield increase due to faster and more accurate monitoring [7]. 

This paper is structured as follows: in section 2 the lot traceability problem 
model used in this research is presented. The solving algorithm is fully described 
in section 3. Experimental results are exposed in the subsequent section, conclu
sions and future work areas are listed in section 5. 

2 Lot Traceability Problem Model 

In this section, lot traceability model is detailed described. The problem is par
titioned into three distinct areas: information granularity level, lot naming and 
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lot flow. For each of the previous areas a model was conjectured and each one is 
presented in the following subsections. 

2.1 Lot Naming Model 

The lot naming model, as presented in Table 1, is not information looseness, 
discarding precious lot history data. This model negative feature is well patent 
in both operations. 

In each split, one child lot inherits its parent lot name, independently from 
its history, completely loosing lot name traceability. The other child lot inherits 
its parent name radix and it is added or modified a suffix. 

In merge operations, potential useful traceability information loss rate is even 
higher, since the child lot's name is inherited from only one parent, impelling 
the other parent lot termination. Therefore, a lot name based problem approach 
was not considered to be valid. 

Table 1. Spli t & Merge Lot Nruning Model 

OporQ.tion Parent Lot{s) Child Lot(R) 

QW644954 
Split QW044954 

QW644954GO I 

QL634 t 76 
Split QLG34176 

QL634176.52 

QW644954G01 

Split QWG44954G01 

QW644954G02 

QL634176.52 

Split QLG34176.52 

QL634176.55 

QW644954 
Merge QW644954 

QL63417G 

QL634176.52 

Merge QW644954G01 

QW644954G01 

2.2 Information Granularity Level 

For all purposes and intents, in this research ambit, the assembly shop floor 
process model used as reference was the one presented in Figure 1. In this illus
tration, major assembly stages are represented and it is possible to understand 
that there are considerable differences in lot flow according to its components 
technology - BOC or TSOP [8] . 

In each stage, operations are registered in a lot granularity level in a way that 
it is possible to know what equipment processed each lot and which operator 
was responsible for each operation. In some special process stages and according 
to lot component technology, external materials are also linked to the process. 
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A vital process detail, yet to be referenced, relies with univocal component 
identification mechanisms. Information graved in each chip enables, no only, 
its unequivocal identification but wafer association with cartesian coordinates 
position reference and frontend lot identification. This information, designated 
by chip id, is not readable by regular assembly equipments, being only possible 
during load, pretest and burn in stages [9]. 

Therefore, only in the late assembly stages and in burn in test operations, the 
information granularity reaches IC level. In these stages all operations' results 
arc registered per individual component which conducts to fail t raceability com
plexity and tradit ionally reveals the negative impact of IT server infrastructure 
on handling IC testing data [10]. 

L ... ,_. . ~- =~ [=::] Burnln -7 
L_ __j!l_E T°"~--;:;:-1). 

~- , , ~ et; i:'. 1 
r Test . I 
l____JU4. U2. U6 etc J__j 

f~ 

Fig. 1. Assembly Process t-.1odel 

2.3 Lot Flow Model 

As described in t he previous two subsections, chips are never individually pro
cessed but in lots of variable dimension and constitution. Therefore, components 
from different wafers and frontend lots are joined according to assembly line 
equipment availability. capacity and usage rate. 

By efficiency reasons and in consequence of the above said, lots are object 
of split and merge operations, with no restrictions beyond lot product unity 
maintenance. A hypothetical model of the referred process is presented in Figure 
2. In this illustration, lots are represented through numbered circles, character 
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identified blocks are intended to be equipments and lot routes are mapped in 
colored arrows. For this example, the assembly process was drastically shortened, 
with three initial frontend lots - 1, 2 and 3 - and the big final lot is considered to 
be immediately before load stage. Finally, still in this illustration, the lot naming 
model was slightly altered, due to figure intelligibility issues, but the presented 
model main philosophy remains unaltered. 

u 

' ,· 

Fig. 2. Lot Route Model 

For the illustrated example, and using only simple lot naming level informa
tion, without lot traceability, for final lot number 1, in the load prechamber, it is 
only possible to identify equipments A, D, H and X, with the consequent frou
tend lots number 2 and 3 history loss as well as lot number 11 route - results 
from a lot number 1 split. 

There is still a circumstance, present in Figure 2, that disables completely, 
the unequivocally correlation between assembly line equipments and individual 
integrated circuits. Direct consequence of the impossibility of chip id reading in 
each assembly stage, whenever a direct or indirect merge occurs between lots 
t hat have a common ancestor, the capability of univocally associate components 
to equipments is lost. In the given example, frontend lot number 1 integrated 
circuits, might have follow route ADHX or route ACIY [11] [12]. 

The flow model presented covers lot route and composition flexibility that is 
required in the semiconductor industry. This total flexibility enables high effi
ciency shop floor equipment use and lot t hroughput rates. On the other hand, as 

7 



described in the previous paragraphs, this characteristic complexifies lot trace
ability and might lead to equally valid genealogy branches. 

3 Lot Traceability Algorithm 

Considering the problem model presented in the previous section, and with
out loss of generality, the lot traceability algorithm proposed was implemented 
having FAB300 data warehouse as basis but designed for supporting the gen
eral data schema presented in Table 2. The referred schema supports lot flows 
model routes' high flexibility and respects and extends the described lot naming 
model. The table's first two lines represent information about a merge operation 
between lots A and B. An important note is that lot B is terminated and this 
last lot operation is stored in the data warehouse immediately after the pre
sented merge operation while lot A further operations continue to be recorded 
transparently. A common split operation is represented in the last three lines 
and corresponds to a lot C split into lots C and D. Lot D creation is recorded 
in database as result of the split operation. The last consideration about the 
considered database schema concerns to the timestamp attribute. This field is 
particularly useful because it is, normally, marked as a table index, enhancing 
query performance, and as the proposed algorithm is based in inverse temporal 
analysis, it allows to have this characteristics completely explicit. 

Tablo 2. MES Split & Merg<! Dat6.bn1rn Sd1omn 

Lot Qp ... rnt.luu Timcatt1mp Paront Lot T o Lot 

A MEtrg" Lute X B A 

B Morge Lots X B A 

C Split Lot y C C 

C Split. Lot y C D 

D S plit Lot y C D 

The main algorithm is presented in three distinct perspectives. In Figure 3 
the algorithm's basic structure is described in pseudocode, in Figure 4 the same 
structure is illustrated through an UML state diagram with additional imple
mentation information, namely auxiliary variables and database query samples 
listing. Finally, an UML sequence diagram is presented in Figure 5 with the ob
jective of providing extra implementation guidance, specially in what concerns to 
physical and logical entities communication and data flow. The next subsections 
describe individual algorithm characteristics and design options [13]. 

3.1 Algorithm Principles 

The algorithm's basilar principle consists, in given a frontend/backend lot pair, 
assumed as valid through chip id burn in reading, in collecting all directly avail
able operation lot MES history, and by recursively following all split operations 
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boolean traceLot (inLotid) { 
cursor lotHbtory .. getLotHistory(inLotld); 
tor each record in lot Hbtory{ 

inaertR.e cordinR.esul tTable () 
s witch(operation) ( 

) 

case : ' ftoveOut '{ 

) 

11' (1•Final0peration){ 
if { isCorrectFronteodLot) { 

aa.rkSuces• (Pathkey); 
}else{ 

• arkUnsucess{PathXey) ; bre ak; 

case: 'Split Lot'{ 
if(traceLot(record.parent_lot) •• true){ 

aa.rkSucess (Pathkey); 

) 

cas e: 'fterge Lots'{ 
AlterSecondaryPathKey(); 
if (traceLot{record. p,annt_lot) •• true){ 

-rkSuceu(PathXey); 
AlterPriaaryPathXey(); 

it (vrongPatb) { 
deleteRecor cbWi thCurrentPathKey() ; 
return f a l se; 

re turn true; 

Fig. 3. Lot T raceability A lgnrithm Pseu<locode 

- note that in an inverse chronological approach like this, split operations are 
seen as join points and not as bifurcations - and by conditionally analyzing and 
following merge operations. 

At each record retrieve, current operation is t ested against a stoppage cri
terion, typically some initial pre-assembly operation stage specification. If t he 
retrieved record belongs to the a priori specified process stage and the analyzed 
frontend lot matches the algorithm's initial pair parameter, the current path is 
marked as successful. 

As the algorithm is recursive, if destination is reached through a specific 
history branch, the success flag is returned up to the initial process call, enabling 
complete lot history tree exploration. These considerations are explicit both in 
Figure 3 and Figure 4. 

3.2 Path Labeling 

The correct and efficient path labeling revealed to be a vital algorithm design 
option since, as described in subsection 2.3, there might be several valid paths 
that conduct a single frontend lot die to the given burn in backend lot. Once that 
split points are to be followed unconditionally, search tree branches are direct 
consequence of merge operations. In order to identify these fork points, whenever 
a merge bifurcation is followed, the recursive procedure is called with a different 
path key and if it is successful , t he current path key is also changed in order 
to enable full tree exploration without result validity compromising. T his path 
labeling algorithm is structured presented in Table 3 and is particularly useful 
in the three areas listed in the following paragraphs. 
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Fig. 4. Lot Traceability Algorithm State Diagram 

Table 3. Fork Points Path Key Labelling 

Initial Path Key Call Pat h Key Call Success Final Path Key 

X X-1 False X 

X X-1 True X-2 
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Correct path labeling enables on-the-fly record insertion directly in the result 
table instead of buffering them until sure success is reached. This on-the-fly 
record registry approach proved experimentally to be more time efficient than 
the conservative one, by consuming less memory resources, particularly critical 
in recursive algorithms, and processing deletions at a branch level granularity. 

With correct fork points identification and hermetic branch success it is pos
sible to, not only explore lot history search tree but to do it without sibling 
branch success mix. 

A side effect of the considered lot flow model and path labeling algorithm is 
the complete access and record of lot history tree. This capability, conjugated 
with the on-the-fly data registry, often generates repeated database records with 
distinct path keys - consequence of lot flow model's flexibility that origins several 
alternative paths that share a common root. These cloned root records must be 
deleted in order to have a single reality representation and avoid future data 
analysis errors. The exposed path labeling method enables these deletions by 
simple choosing the records with minimum path key alphanumerical value for 
each set of duplicated. 

3.3 Batch Processing 

As visible in Figure 5, the typical algorithm usage is not based in a single fron
tend/backend lot pair search but organized in batch processing. With relative 
high frequency, conducted experiments point to two hour interval, burn in dis
tinct frontend/backend lot pairs are collected from the operational database, 
with contrast to the data warehouse, that represent the most recent shop floor 
data. The algorithm is applied to each pair and partial results are processed in 
a temporary table, in order to maximize branch delete operations efficiency, and 
copied to the final result table when algorithm finalizes. 

4 Results 

The most significative project results are the ones directly related to the al
gorithm performance, how its usage can suppress the negative impact of IT 
server infrastructure on handling IC testing data. In what concerns to algorithm 
performance, experimental full scale results are extremely encouraging. The al
gorithm's implementation was able to reconstruct a single frontend/backend lot 
pair history, consistently under the five seconds mark. This fact is even more im
pressive because tests were conducted directly on shop floor operational database 
and data warehouse, without any additional project specific optimization. These 
efficiency results allow a relative high update frequency. A two hour interval was 
considered to be reasonable, simultaneously reducing data availability lag and 
batch job dimension - number of lot pairs to process. 

An important achieved experimental result, that corroborates the theoretical 
model validity, was the registry of alternative paths, existence of duplicated 
path branches and dead-end merge operation fork options. By validating the 
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Fig. 5. Lot Traceabilily Algorilhm Sequence Diagram 

theoretical model, these facts have the side effect of validating the obtained 
results. 

Finally, there are other experimental results (14], from a confidential orga
nization IT project, which description is clearly outside this paper ambit, that 
clearly show, in a scale environment, that shop floor production monitoring sys
tems, powered by the presented algorithm with conjunction with the Forward 
Shop Floor Lot Traceability Algorithm proposal, are able to enhance engineering 
resources efficiency, improve decision making, both in terms of information and 
speed with dramatic impact in reducing capacity loss due to lots on hold and 
improve yield in 0.5%. These project benefits were compiled after a small scale 
experiment involving both production engineers and assembly line operators. Fi
nal user opinions were collected and decision accuracy and speed were measured 
against traditional methods. 

5 Conclusion 

5.1 Critical Analysis 

Performing a critical analysis of the presented work, it is of most importance to 
point that several facts regarding the project's success premises. 

First, the conducted experiments and their presented results absolutely vali
date the proposed theoretical model. This point is extremely important because 
its absence would result in the collapse of the whole project basis. 
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Secondly, the proposed solution and its theoretical problem model proved 
to be designed for extreme flexibility and therefore capable of being adapted to 
distinct productive environments. When comparing the proposed approach to 
the state of the art survey projects presented in the introductory section, the 
conclusion is that the work exposed in this paper represent major contribution to 
this problematic. One of these contributions is the fact of the proposed algorithm 
is completely shop floor MES framework independent, assuming only that very 
few basic business know how related fields are present in the support database 
schemas. The second major contribution of this approach is the fact of being an 
algorithm proposal and not a complete system presentation. Therefore, it is both 
technology and language independent and it is completely open to the capability 
of being integrated in applications developed in house. 

Thirdly and finally, the presented confidential organization IT project results 
clearly point to the fact that monitoring systems powered by the proposed algo
rithm are able to reach extraordinary benefits as the small scale, but controlled, 
experiment conclusions show. 

5.2 Future Work 

Despite the extremely positive project's results, future work areas were identi
fied, some as natural extensions of the developed work and others as research 
collateral opportunities. 

The development and incorporation of a data analysis engine capable of 
equipment fail rate evolution prediction is a future work project that fits in 
the first group. With such a software module it would be possible to, not only 
detect anomalies in assembly line, as described in this paper, but also predict 
those abnormal behaviors, enabling preventive, besides reparative, actions. The 
efficient usage of this inference engine is estimated to enhance yield in 0.75%. 

Optional and independently from the development of the previous project 
extension, was identified the possibility of conducting direct and automatic as
sembly line equipment physical interventions. These interventions could be mate
rialized in complete equipment stoppage or operational parameters edition. This 
project has an additional difficulty in relation to the previous one, because it 
would be necessary to conduct deep changes in t he equipment control integration 
communication layer and consequent detailed study of each equipment. 

As third evolution, related to the previous one but with a higher feasibility 
degree, would be the implementation of an information panels system directly 
located in the production line. The goal of such a system would be the capability 
of providing suggestions to operators regarding ideal lot routes, with the double 
intention of avoiding high fail rate equipments and optimizing components routes 
through efficient split and merge management in function of shop floor layout 
and equipment occupation levels. 

13 



Acknowledgment 

The authors would like to thank Qimonda for granting access to IT server in
frastructure and database schemas and for providing an outstanding technology 
playground environment that made this project possible. A special thanks to 
Qimonda PE Group for the exceptional Business Know How Formation Pro
gram sessions. Finally, the authors would like to thank FEUP for offering the 
extraordinary human and material conditions used to compile all the project 
information into this paper. 

References 

1. Various Authors, Oracle Shop Floor Management 1 Ji Data Sheet. Oracle Corpo
ration, 2004. 

2. Various Authors, Applied FAB300 White Paper Increasing Overall Equipment 
Effectiveness (OEE} in Fab Manufacturing by Implementing a Next-Generation 
Manufacturing Execution System - MES II. Applied Materials, 2006. 

3. Various Authors, Tecnomatix White Paper Manufacturing execution for the elec
tronics industry, MES solutions for global electronics manufacturing. UGS, 2006. 

4. Various Authors, Dataworks Manufacturing Execution Systems. Available at 
http://www.dataworks.ie/mes.aspx, November 2006. 

5. Various Authors, Reliability and Quality Assurance. Lattice Semiconductor Cor
poration, 2002. 

6. Various Authors, User Electronic Signature. Lattice Semiconductor Corporation, 
2002. 

7. F. Moreira, Project Alpha Project Approval. Infineon Technologies, 2006. 
8. J. Dias, Backend Process Overview - Assembly Monitoring. Infineon Technologies, 

2006. 
9. P. Torres, Backend Process Overview - Burn In Process Overview. Tnfineon Tech

nologies, 2006. 
10. F. :vloreira, Test Identification in Burn in Detailed Specification. Infineon Tech

nologies, 2006. 
11. V. Vinhas. Project Alpha - Requirements Specification. Qimonda Portugal S.A., 

2006. 
12. V. Vinhas. Project Alpha System Specification. Qimonda Portugal S.A ., 2006. 
13. V. Vinhas. Project Alpha - Complete Project Report. Qimonda Portugal S.A., 2006. 
14. F.Moreira, V. Vinhas. Project Alpha - Experimental Results Report. Qimonda Por

tugal S.A., 2006. 

14 



Technologies and Tools for Flexible 
Manufacturing Systems 

Joao Marco Mendes 

Faculty of Engineering, University of Porto, 
Rua Dr. Roberto Frias, s/n, 4200-465 Porto PORTUGAL 

marco.mendes©fe.up.pt 

Abstract. The evolution of manufacturing systems and the emergence 
of decentralised control requires flexibility at various levels of their life
cycle. Flexible production systems will be built upon the concept of 
smart control components, whose individual self-organisation and be
haviour will contribute for the reconfigurability and evolution of entire 
production system. This paper discuss the use and integration of service
oriented architecture, web service, service composition, Petri nets and 
multi-agent systems for the development of autonomous, yet interopera
ble smart control components. Important features of these technologies 
are blended together to provide enhanced benefits that may support 
flexibility in design, operational and maintenance phases. The obtained 
abstract model exemplifies the future applicability in simulated environ
ment and practical field. 

Key words: Flexible Manufacturing System, Service-Oriented Archi
tecture, Web Service, Service Composition, Petri Net, Multi-Agent Sys
tem. 

1 Introduction 

The growth in the complexity of modern industrial systems, such as produc
tion, process control, communication systems, etc. creates numerous problems 
for their developers [13]. One of the most significant facts is the emergence of 
decentralised systems capable of dealing with the rapid changes in the produc
tion environment better than the traditional centralised architectures [7]. The 
request of high degree of integration and interaction among distributed and in
telligent components leads to a new class of production control systems. Such 
perspectives are the requirements for Flexible Manufacturing Systems (FMS). 
The main concept of FMS is made of two keywords [13]: flexibility ( ability to ad
just to unexpected behaviours, customers preferences, etc.) and agility (systems 
speed in reconfiguring itself to meet changing demands). 

Technologies, such as multi-agent system and service-oriented architecture 
[2] are nowadays used in design and specification of distributed systems . Au
tonomous resources are represented as services that can be accessed externally 
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2 Technologi<>s and Tools for Fl<>xibl<' Manufacturing Systems 

without knowing the underlining implementation. Web service is a te<'hnology 
that can be used to implement the servi<'e-oriented architecture, based on stan
dard web protocols. A major challenge is how individual services may interact. 
providing the coordination of their activities. Manufacturing processes require 
to access resources (services) at different precedence levels and time instances, 
but in the other way resources may also be shared by different processes. Petri 
net [14] is a mathematical representation for discrete. dynamic, and distributed 
systems. It is particularly well-suited for systems in which concurrency and par
allelism, synchronisation, resource sharing and mutual exclusion arc important. 
Additionally, it can also be used for the design, analysis and coordination of 
those systems. 

First, an approach for building new flexible production systems is presented, 
from the viewpoint of distributed and autonomous components, enriched with 
intelligence and social behaviour. For designing such systems, the requirements 
of applicable technologies are explained, such as service-oriented architecture, 
web services, Petri nets and multi-agent systems. Combining features of each 
technology together to construct general models to support flexibility and agility 
should open the way for building new flexible production systems. 

2 Towards to flexibility in manufacturing systems 

The demand for intelligent, distributed control systems that exhibit high degree 
of flexibili ty and agi lity will obviously impose strong requirements on the way 
systems are designed, installed, operated and rcengineered (sec [5]). These re
quirements will not only have impact on the individual control architecture of the 
entities but also. on how the system is developed, and what kind of architecture 
will support the society of distributed entities. 

Self-organisation and emergent behaviour will be key issues to support the 
new generation of flexible production systems that can respond to the hetero
geneity and variability of those systems. At this point, two types of granularity 
architectures can be distinguished: the individual and autonomous components, 
able to manage its own environment, and the interoperability architecture that 
provides interaction among the distributed components. 

To build these systems, even if they hold various levels of such architectures, 
the autonomous resources must exhibit pluggable and communication capabili
ties to be able to integrate in the system. Additionally, they can manifest intelli
gence (individual or in community) for support self-organisation and adaptation 
to the new unexpected scenarios and new business opportunities. 

Figure 1 show how these control components can have embedded control 
with processing units (for example microcontrollers) connected to equipment. 
Each control component must encapsulate functions and services that the phys
ical device can perform (e.g. open or close the gripper). These services, that can 
be modified, added or removed, are exposed by a communication engine to be 
invoked by other control components that want to use them. The integration of 
intelligence mechanisms and social behaviour for building smart control compo-
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Fig. 1. General architecLurc of a smart component 

nents will support the knowledge to fulfil their own goals and working together 
in order to achieve global production objectives and capability to dynamically 
evolve during its life-cycle. 

3 Technologies and Tools for flexible production systems 

A current challenge in production control is to combine Multi-Agent Systems 
(MAS) with new emergent technologies, such as Service-Oriented Architecture 
(SOA) ([2], [4]) . The combination of these technologies will hopefully support the 
development of more powerful re-configuration mechanisms, using more complex 
self-organisation and learning techniques. 

Important questions arc still related to manufacturing models t hat can be 
used for design workplans in such distributed systems. Orchestration of shared 
resources is not always simple, since they can participate in different activities 
at different time intervals. Disturbances and adjustments of manufact uring pro
cesses should also be considered in the adopted methodologies to provide flexible 
answers. In the end, such systems have to provide similar or better quality pa
rameters when adopting these new technologies. 

During this section, some technologies and tools will be explained in the 
viewpoint of applicability in manufacturing systems, towards to flexibility. 

3.1 Service-oriented architecture and web services 

A Service-Oriented Architecture (SOA) faces the problems of interoperability in 
autonomous, heterogeneous and distributed systems. One of the challenges of 
SOA is to reconcile the opposing principles of autonomy and interoperability [3]. 
Autonomous units have an independence condition, each of them regarding its 
own structure and implementation. By linking them together, there is a path 
that allows interoperability with a mutual service offer and request. In a SOA, 
the service's functionality is exposed at its interface. Thus the service implemen
tation may be modified without the service's users being affected. SOA based 
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communication are of an asynchronous nature: when a service is requested to 
perform a certain action, the result - if any - is returned to the invoking appli
cation entity without the latter suspending its operations [3]. 

A simple SOA, see figure 2, consists of service providers and service re
questers. A provider hides its internal structure and shows only the necessary 
functionalities to the outside world, in the form of service interface. All the ac
cess is done via the request of service's functionality. The provided services must 
be published, so they can be discovered by the service requester. For this rea
son, there should be a service discovery facility that can act like a directory in 
which services can be added, removed and located. The service registry is not 
strictly necessary in situations where the locations of services are known from 
the beginning or when the discovery is made in a decentralised way. 

/ 

I 
Service Registry 

(Directory of Set Vice Des.cnption} \ 
publish - find /'rov:e -----_ \ ~ 

/ ~ -/~~'\ 
{ .. : ....,. 
"~J --- - ---- -

Service Provider ,e~ ~ervic~-Requester 
le,.. ProV1der Engine , ·~ Requester Engtne 

Fig. 2. Overview of a service-oriented architecture 

Common SOA can be implemented using Web Services (WS). The use of 
standard and open protocols by WS provides a communication platform between 
distributed and heterogeneous systems and applications. Most of the web service 
platforms are made of SOAP (Simple Object Access Protocol), WSDL (Web 
Services Description Language) and UDDI (Universal Description, Discovery and 
Integration), that use the combination of HTTP (Hypertext Transfer Protocol) 
and XML (Extensible Markup Language) as the basic foundation. 

Appropriate technologies, such as Universal Plug and Play (UPnP) and De
vice Profile for Web Services (DPWS), are used for integrating devices in a SOA 
environment. The Sirena Project ([3] ,[2]) is one example of a high-level commu
nication system in a SOA, by adopting the DPWS as its foundation technology. 

By adopting SOA and WS in a collaborative automated production system, 
it satisfied some requirements, notably the interoperability in heterogeneous en
vironment, using a common communication semantic. Due to the transparency 
of the process by encapsulating the complexity of the devices in one interface 
and adding/removing resources without interrupting the processes, the basis for 
flexibility is available. 
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3.2 Service composition 

A pertinent question, from the concept of SOA, is about how services may inter
act. Service composition is the combination of single services and all the inter
action patterns between them. More commonly, terms as service orchestration 
and choreography are used for this purpose. Some people use orchestration and 
choreography as synonyms, some claim they describe different concepts [ll]. 

To provide a clear definition and to avoid misunderstanding, the two terms 
are explained in a similar way to that defined by [3] and [10]. Orchestration is the 
practice of sequencing and synchronising the execution of services, which encap
sulate business or manufacturing processes. An orchestration engine implements 
the application logic necessary for workflow-oriented execution and sequencing 
of atomic services, and provides a high-level interface for the composed process. 
Service choreography is a complementary concept of service orchestration. The 
choreography level considers the rules that define the messages and interaction 
sequences that must occur in order to execute a given process through a particu
lar service interface. Additionally, choreography can be used independently in a 
collaborative system without a centralised approach. A combination of collabo
rative/independent ( choreographed) and coordinated/ centralised ( orchestrated) 
services are referred as service composition. 

The combination of services in a SOA is essential both for the required inter
action and for the composition of individual services in one higher level service. 
This provides transparency, by accessing only the necessary features, and au
tonomy of the involved elements that can control their own environment and 
reconfigure it when necessary, without the knowledge of the external requesters. 

3.3 Petri nets 

Since systems are dynamic and from the beginning it is not always possible to 
determine all the states of the system, the workflow that describes a system 
behaviour needs a dynamic approach. Sometimes there is a need to change the 
workflow due to many circumstances: operation's delay and cancelling, synchro
nisation among individual workflows, unexpected situations, unaccomplished op
erations, dynamically adding new services, etc. In one conclusion it is clear that 
dynamic systems need somehow methods to describe dynamic behaviour. 

Petri Nets (PN) are a graphical and mathematical modelling tool applicable 
to any systems. They are a promising tool for describing and studying infor
mation processing systems that are characterised as being concurrent, asyn
chronous, distributed, parallel, nondeterministic, and/or stochastic [9]. A Petri 
net (see figure 3) is made of the following elements: 

Place - Interpreted as a condition, a temporary state, a wait or a position 
(pictured by a circle); 
Transition - Corresponds to an occurrence or event (pictured by a bar); 
Token - May represent a satisfied condition or the presence of an object in 
a place (pictured by a dot); 
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Fig. 3. Petri net model for general system behaviour 

- Arc - Connects a place to a transition or vice versa. 

Petri nets are defined differently by some authors. These variations are nor
mally due to the inclusion of the capacity property and the initial marking (state) 
in the PN definition. A very common reference to the definition is according to 
[9] and [13]. Petri nets can also be defined using graph theory and matrices. 
Particularly matrices arc well suited for representing Petri nets in cases where 
calculations and computational operations are needed. 

The possibility of graphical representation, mathematical evaluation, valida
tion, simulation and system tests are some of the major benefits introduced by 
the initial definition of Petri nets by C. A. Petri, in his dissertation (submitted 
in 1962). However, the missing of some features ( e.g. time factor) leads to the de
velopment of numerous extensions to cover different solicitations for modelling. 
Commonly, extended Petri nets are designed as High-Level Petri Nets (HLPN) . 
An ISO for the HLPN standard is also available (see [1]). Some important ex
tensions include timed PN, prioritised PN, hierarchy, coloured PN (CPN) and 
object-oriented PN ([8]). 

3.4 Multi-agent systems 

Multi-agent systems [12] are a suitable approach to develop the new class of 
reconfigurable production systems since they already supports the idea of inter
action within a society of individual agents, fitting well with the idea of a com
munity of smart control components. Additionally, emergence can be mapped to 
the evolution of the society of agents when identifying reconfiguration opportu
nities and defining new complex functionalities and behaviour. To provide such 
smart components with multi-agent systems, namely those related to interoper
ability, knowledge sharing during the interaction processes and reconfiguration 
of the control components, by removing, adding or modifying the services they 
provide, constitute a barrier to the easy development of such kind of systems. 
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Agent-based and holonic paradigms symbolise a new approach for reconfig
urable production systems, and ADACOR (ADAptive holonic COntrol aRchi
tecture for distributed manufacturing systems) ([6], [7]) is a successful example. 
ADACOR deals with the frequent occurrence of unexpected disturbances in a 
very decentralised way, relying in simple scheduling and control algorithms, and 
using local information available in the functional blocks to build an adaptive 
production control system that evolves dynamically to face emergence in manu
facturing systems. 

4 Integrating technologies 

The described technologies bring individually some features, but the right combi
nation may give enhanced benefits for building flexible systems. Service-oriented 
architecture and web service provides the much needed interoperability between 
heterogeneous components, using well known open protocols. Together with 
agent technology for collaborative smart components and Petri nets for mod
elling and validation, services can be executed in a logical, coordinated and in
telligent way. Manufacturing systems are heterogeneous in nature, so flexibility 
(at the software/control level) can be reached using these technologies. 

Petri nets describe process models, i.e. workflow models, and can also be 
used as a tool for design and validation of the modelled system. The simulation 
capabilities and coordination among individual transitions (that can represent 
real services), may indicate that it is also possible to use for orchestration of web 
services. A control component with a build-in orchestration engine can interpret 
such nets and execute it. In real-time execution, the enabled transition must 
be detected, services associated with the enabled transition must be called and, 
after that, the workflow model has to be updated to reflect the actual state of 
the system. The task of orchestration engines is to synchronise and to control 
the whole process until it reaches the goal, based on the elaborated model, i.e. 
they have to orchestrate the production system. 

As shown in the example of figure 4, by calling operation D from the external 
composed service, the orchestration engine has to read and execute the modelled 
Petri net. First is starts by calling operation A and waits until it!. concluded. 
After, the two operations B.1 and C can be executed in parallel and only when 
both are concluded, operation B.2 is requested. At the end, when the state of 
the model activates the transition D (finish), the goal is reached by concluding 
operation D. 

This paradigm may raise some questions, not only because it has centralised 
control component (orchestration engine) for modelling and orchestration, but 
also the workflow model is static to external changes that may occur during 
the process ( modifications in the environment, new services available, existing 
services may fai l or disable, etc.). Intelligent and distributed systems implement
ing peer-to-peer communications may be necessary for flexibility, decentralisa
tion, and real t ime reconfiguration. A multi-agent like system is useful to au-
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Fig. 4. Service composition and orchestration using Petri net model 

tonomously rebuilding the manufacturing processes in response to modifications 
in the environment. 

A new approach is needed in t erms of how intelligent components represent 
process knowledge about themselves, about other components, and about the 
environment. The mandate for this new paradigm is that knowledge be made 
explicit and be given machine-interpretable semant ics. Within t his domain, the 
Web Ontology Language (OWL) has emerged as a mature knowledge represen
tation language for t he Web [3]. 

The adoption of service oriented approaches combined with multi-agent sys
tems in a collaborative automated production system, satisfies many require
ments. Resources ( e.g. physical devices, software modules, intelligent units, sub
systems) can be encapsulated with a service provider agent that acts like a bridge 
between the internal structure (implementation) and t he exposed interface to the 
outside world. All t he accesses to t his kind of resource are via the invocation 
of the services described by its interface. Fault-tolerant systems that consider 
anomalies that may occur during the production process, identifying in advance 
possible future occurrence of disturbances. The reconfigurability and evolution 
of the system is faci litated using multi-agent systems combined with web services 
since it is possible to add, remove and modify dynamically resources and ser
vices without interrupting the processes. This allows changing on fly the agents 
in the system, the services provided by each one of them and the way they are 
organised. 
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5 Conclusions 

This perspective suggests that flexible production systems will be built upon 
the concept of smart control components, whose individual self-organisation and 
emergent behaviour will contribute for the reconfigurability and evolution of en
tire production system. For this purpose, concepts like self-organisation, learning 
and emergent theory should be considered. Multi-agent system technology ap
pears to be a good solution to develop these systems, which combined with 
service-oriented architecture architectures can deal completely with interoper
ability and reconfigurability needs. 

The development of orchestration and choreography mechanisms and tools, 
including orchestration engines, for service composition, coordination and col
laboration, will play a crucial role to support intelligent, reconfigurable and 
modular production control systems. Web services technology can be combined 
with multi-agent systems to support interoperability, and Petri nets can provide 
system control modelling, validation and simulation. 

An important aspect to be taken in the future for the success of this new 
generation of production control systems, is to proof its applicability and merits 
in real industrial scenarios. 
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Abstract . More and more, tests designed to accelerate product certifi
cation cycles and rapidly provide quality and reliability assurances to in
creasingly demanding clients are performed by generic equipments, which 
do not follow the SECS/GEM communication standard. Existing inte
gration platforms are prepared to handle semiconductor industry specific 
equipments, but neglect to provide support for non SECS/GEM compli
ant equipments. 
The proposed solution allows for the integration of these equipments in 
existing platforms, by means of developing communication driver wrap
pers, thus emulating the SECS/GEM standard, and therefore allowing 
for a complete and centralized control of all production site equipments. 
Graphical user interface modules were also considered, allowing for a fle
xible and intuitive control of the equipments, and providing an overall 
view of specified sets of equipments. ln order to further increase the de
gree of flexibility of the application, the graphical user interface can be 
run from any point inside the production site network, allowing for a 
more distributed and cluster-specific equipment management. 
The drivers were, on a first phase, developed for single equipments, in 
order to verify the feasibility and practicability of such solution. Inte
gration tests were successfully conducted on different equipments, and 
encouraging and promising results were obtained. 
The generalization of this concept can lead to the development of a 
framework able to automatically generate equipment driver wrappers, 
once provided with the equipment communication protocol, supported 
features and a mapping between equipment protocol and corresponding 
SECS/GEM functions. 

1 Introduction 

The semiconductor industry is, more and more, one where satisfying client de
mands regarding deadlines and product reliability becomes a major advantage 
over competition. In order to accomplish that, it is of common practice the exis
tence of product analysis and reliability laboratories, which have the purpose of 
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not only conducting tests able to accelerate new product certification processes, 
by ensuring their development meets the clients necessities in an expedite way, 
but also performing reliability tests during production, thus assuring that the 
quality remains unaltered. [1] [2] However, most equipments used in a reliability 
laboratory arc not specific to t he semiconductor industry, but very generic, and 
used in a wide range of industries ( [1] has a good overview of reliability tests 
used in the semiconductor industry). 

The ability to control production line equipments in a standardized and inte
grated fashion is also an advantage t hat cannot be underestimated, being also of 
common practice t he existence of integrational frameworks, used for controlling 
and monitoring all production line equipments. 

However , integrational frameworks for the semiconductor industry currently 
support SECS/GEM 3 compliant equipments [3], but fail to provide extensive 
support for non industry standard cquipments.4 [4] [5] [6] This gap, present in 
such frameworks, while not constituting a primary concern for industry semi
conductor manufacturers, as all production line equipments are SECS/GEM 
compliant, is, nevertheless, one that, when dealt with, can improve producti
vity in test laboratories, where most equipments are not compliant with the 
SECS/GEM standard . 

Figure 1 shows an example of how SECS/GEM compliant equipments arc 
all connected to one system, while generic equipments are isolated. T his makes 
it difficult to retrieve and store data from testing equipments, and especially 
difficult to relate that data to product information present in the production 
system. 

It is in this context that t he proposed solution emerges. By means of equip
ment specific drivers, it is believed to be possible to successfully emulate the 
SECS/GEM standard communication protocol, thus enabling these machines to 
be connected to the production line integration framework. T his innovation will 
allow for a centralized control of all equipments, thus improving productivity in 
the reliability laboratories, and decreasing response times. 

3 SECS/GEM stands for SEMI Equipment Communications Standard/Generic Equip
ment Model. It was defined and is maintained by SEMI (Semiconductor Equipment 
and Materials International), an organisation dedicated Lo represent Lhe semiconduc
tor industry, helping maintain a low production cost and an open market, by defining 
industry standards. The SECS/GEM standard is actually comprised of more Lhan 
one standard - the E4 (SECS I - Lhe first volume of the SECS standard defines 
the communications interface, describing the physical connection, through a COM 
port, and the logical protocol), E5 (SECS II - the second volume of Lhe SECS stan
dard defines the messages' syntax and semantics), E30 (GEM - Generic Model for 
Communications and Control of Manufacturing Equipment, or Generic Equipment 
Model for short, describes the expected equipment behaviour to each message) and 
more recenLly Lhe E37 (I-ISMS - High-Speed SECS Message Services, an alternative 
Lo SECS I, based on the TCP / IP protocol). 

4 This assumption is based on the limited knowledge of existing integrational fra
meworks, given Lhe reluctance of semiconductor companies to reveal their operatio
nal details 
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Fig. 1. Network Topology example 

In the next section, the methods and techniques used to implement the drivers 
and test the hypothesis are explained. The third section summarizes the obtained 
results, while the fourth and last section contains a critical interpretation of those 
results, pointing out some future work to be done in the area. 

2 Implementation and Test 

In order to accomplish successful integration, two major learning tasks were 
endeavored. 

The first one pertains to the SECS/GEM standard, and how it is used by 
the existing integrational framework. This study envolved not only the familia
rization with the protocols, but also with the adopted framework itself. A brief 
study of a few production line equipments also allowed for a better understan
ding of how they operate and communicate with the framework, allowing for a 
more accurate perspective of the common SECS/GEM messages that shall be 
supported. A more thorough study of the adopted framework also allowed for a 
better and more profound knowledge of how to create the drivers, in order to be 
usable by the framework itself. 

The second task pertains to the study of existing non SECS/GEM compliant 
equipments, their functionalities and communication protocols. This task invol
ved the study of at least half a dozen different equipments. During this phase, 
two distinct classes of communication protocols were identified: 

Request-Reply Protocols. The most common protocol class amongst the stu
died equipments implies that any communication between the equipment and 
its controller must be initiated by the controller. 
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Information Flow Protocols. This protocol class covers all equipments that 
send out information to their controller every n seconds, regardless of the 
state of the controller. 

Some equipments might fall into both categories, as t hey follow an information 
flow protocol to send out information, but also accept requests from the con
troller , in order to load recipes (operational parameters) , for instance. These 
equipments, which in a first approach can be categorized as pertaining to the 
second protocol class, can be considered as a third class, as their drivers require 
characteristics from the two main classes. 

2.1 Implementation 

After attaining a deep level of familiarization with both SECS/GEM and equip
ment specific protocols, an efficient way of mapping communication protocols 
needed to be designed. With those goals in mind, communication drivers were 
designed and implemented. At this first phase, each one of these communication 
drivers is specific to one equipment, which means they had to be built manually 
and individually. The drivers were implemented resorting to the Microsoft Visual 
Studio .Net 2003 Development Environment, as COM Modules implemented in 
C# to be integrated in the existing framework. In order to test the viability 
of t he solution, four different equipments were chosen, and the respective four 
communication drivers were implemented. Figure 2 represents an exemplificative 
topology after implementation of the communication drivers. 

~ ·@ • .. ~----'" ~, 
f°1Ql 

--
Fig. 2. Network Topology example with Communication Drivers 
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These drivers act as a translator between equipment specific protocols and 
the SECS/GEM standard. As such, and in order to facilitate the future impl<'
mentation of the proposed framework (see section 4), some standardization was 
made. Two examples are provided to illustrate this: 

Request-Reply as SlF3. When the equipment follows a Request-Reply com
municational protocol, the adopted solution to retrieve information from the 
equipment was to expect S1F3 (Selected Status Variable Request) requests 
from the host, compute the adequate commands to scud the equipment, col
lect the respective replies, one by one, and compose the SlF4 response to 
send the host. This process is expressed in the pseudo-code below. 

handleS1F3Request() 
{ 

} 

Analyze requested variables 
and calculate necessary equipment commands 

Foreach equipment command 
Send command, wait for answer 

Compose complete S1F4 response, send reply to host 

Information Flow as S6Fll. When the equipment follows an Information 
Flow protocol, the adopted solution was to transform that information into 
the S6Fll (Event Report) message format and send that message to the 
host. 

handleMessageFromEquipment() 
{ 

} 

Analyze received data, calculate variables and values 
Compose S6F11 message, send to host 

For all equipment drivers, basic SECS/GEM functionalities were also con
sidered, namely the SlFl (Are You There?), SlFll (Status Variable Namelist 
Request) and SlF13 (Establish Communications Request) messages. Whenever 
one of the mentioned messages is received, an adequate reply message is cons
tructed and sent to the host. 

Additionally, the S5F3 (Enable/Disable Alarm Repost) message was also 
supported, allowing for the host to decide whether to be sent S5Fl (Alarm 
Report) messages or not. The S5Fl messages are sent whenever the driver detects 
a problem with the equipment, either by a communicational error, or by inquiry 
to the equipment (when the equipment supports error alarm request commands): 

0nTimerO 
{ 

} 

Send Error Inquiry Request to the equipment, wait for answer 
If error or warning detected 

Compose S5F1 message, send to host 
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All the above mentioned supported functionalities allow for an enhanced 
simulation of real SECS/GEM compliant equipments, as many of the core func
tionalities are then implemented, as can be seen on Figure 3. 

SECS/GEM 

(S1 F1, S1F3 l+--,~Eq~u,!!'.pm~•~nt~Spec~,nc~-.t=:(IE::=:j 
'4---'si;:t:~t: :~~:,c;:;t~·--<~-i=!___ Communicat10ns Protocol I---M=::f-

S6F11, .) 

Fig. 3. SECS/GEM Simulation Diagram 

Graphical Interface In order to verify that the drivers were completely func
tional, graphical interfaces were built, allowing for a visually rapid manner of 
verifying correctness of the developed components. Through these graphical in
terfaces, some control of the equipments was also made possible, in the case of 
equipments with support to control functionalities. It also made it possible for a 
human to control whether the equipment driver should send alarm reports or not. 
Other controllable items include the variables to request from the equipments 
or the temporal hiatus between consecutive error lookups or status variable re
ports. Due to the integrational framework architecture, the graphical interfaces 
communicate with the framework itself, rather than with the communication 
drivers, which allows the development of generic graphical interface modules. 

2.2 Tests 

The implementation was interleaved with several tests in conjunction with the 
equipments, in order to verify the correctness of the communication drivers. Once 
the implementation was completed, several more tests were performed, in order 
to assure that the drivers were completely functional and correctly integrated 
into the existing framework. Also, the conducted individual stress tests were 
useful to determine how fast two commands could be issued to the equipment, 
when the communication protocol follows the Request-Reply protocol. This is 
important as some of the equipments may present a communications failure when 
two commands are received very closely, in the temporal dimension. 

3 Results 

As mentioned in the previous section, the results obtained during the final testing 
phases were positive - all implemented drivers were successfully integrated in the 
existing framework, emulating the SECS/GEM communications standard for the 
respective equipments. 
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Stress tests conducted on the equipments revealed that a temporal hiatus 
of approximately three to five seconds should be respected between consecutive 
inquiries for the registered equipments status values. These tests were performed 
with requests for all variable values, which implies, for some of the equipments, 
more than one command. 

These tests also proved the hypothesis that non SECS/GEM compliant equip
ments could be integrated into the existing framework. 

4 Conclusions and Future Work 

The results were extremely satisfying, as they not only certify to the planned 
integration, but are also extremely promising 

In the current state of being, the implemented drivers already provide for a 
slight productivity enhancement on the reliability laboratories. Once all equip
ment drivers are implemented, the productivity will have increased and response 
times will have diminished. 

Despite the possibility of adaptation of the solution to other equipments, 
some risks may arise: 

Different equipments. T he integrated equipments, as well as other analy
zed equipments, all have similar communication protocols - they arc either 
Request-Reply or Information F low based. However, some equipments may 
present with a different communication protocol, which may prove to be 
very difficult, or even impossible to efficiently integrate t hose equipments in 
existing platforms. 
Non-communicating equipments. Some equipments may present such limited 
communication capabilities that turns it impossible to integrate them. 

In order to improve flexibility and automate the process of implementing 
drivers for different equipments, an automated tool can be developed. This tool 
would be able to generate the drivers for the equipments, once provided with 
their operational and communicational specifications. These specifications would 
include, but not be limited to, the communication protocol (Request-Reply or 
Information Flow), as well as the available variables to monitor. Then, a map
ping would have to be made between equipment functionalities and SECS/GEM 
functions. F igure 4 illustrates how this tool will get the necessary information 
to generate the communication driver for a specific equipment. 

The driver restrictions resultant of the adopted framework requirements, as 
explained in section 2, despite being explicit to this specific framework, can be 
considered a variability point in the framework design. [8] 

It would also be possible to generate graphical modules with the same tool. 
After providing the tool with all available equipment functionalities, the tool 
would then, resorting to graphical templates, generate the modules, thus turning 
the integration of non SECS/GEM compliant equipments into an easy task, 
which would not require any major programming effort. 
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Fig. 4. Driver Generation Tool Diagram 
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Abstract. With the age change of the population, elderly and handicapped 
person's needs had been much more considered by politicians, employers and 
scientists. Recent advances on robotics, multimedia, artificial intelligence and 
computer science areas allowed the growth of fields and possible applications 
where the elderly and handicapped persons can be helped. This paper intends to 
show the main modules to project a multimedia system for interaction and 
control or an intelligent wheelchair. The interaction is based on facial 
expressions recognition methodologies, appropriated for the detection of 
expressions on individuals with Quadriplegia and Cerebral Palsy Handicapped 
and its integration as the main interaction mechanism to control and configure 
an intelligent wheelchair. The wheelchair control module is based on a multi
agent system with learning capabilities and a user interface that allows the 
interaction with the wheelchair, using an appropriated command language. The 
first results obtained show that our approach has potential to enable a 
wheelchair to be fully controlled through facial expressions. 

Keywords: Human-computer interfaces, computer vision, image processing, 
artificial intelligence, intelligent wheelchair. 

1 Introduction 

1.1 Motivation 

Several physical disabilities or diseases result in severe impairments to mobility. 
Spinal chord damage, cerebral palsy and several other conditions can result in the loss 
of movement of some or all four limbs. Usually people in these situations are either 
completely dependant on others, or have suitable technological help for moving from 
place to place. The most common aid for this kind of disability is the electric 
wheelchair, which is quite good in what concerns motion, but frequently inadequate 
in the user interface. The standard command method available is the joystick that can 
only be used by people with relatively good hand dexterity, and very difficult to be 
used by people who have limited control of the body. For people with very limited or 
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no hand control, like quadriplegic or individuals with severe cerebral palsy this type 
of interaction is impossible. Typically these individuals may only move their eyes and 
mouth and some other muscles of the face, and those movements will be the only 
possible interaction available with an intelligent wheelchair. 

1.2 Facial Expressions 

Facial expressions may be interpreted basically as a communication language, used 
voluntarily but also, quite often, involuntarily, by people, to show their emotions. It is 
considered that they are inborn and cultural independent. This can be observed in 
blind people since birth, as they show the same relationship between facial 
expressions and emotions, as people without this disability. 
A lthough there is a strong relationship between emotion and facial expression, there is 
a wide range of face movements not connected with emotions, such as eye blinking or 
raising only one eyebrow. 
Ekman and Friesen (IJ developed the Facial Action Coding System (FACS), which 
describes thoroughly all the visually perceptible face movements. This system is 
particularly useful because of its objectivity. It defines all individual face movements, 
and facial expressions as well as their possible combinations. The FACS system was 
used to select some basic expressions to be used as inputs in the first prototype of our 
command language. 

1.3 Some Objectives and Constraints 

The main objective of this work is to create an interface that allows a person to drive a 
wheelchair, using only facial expression in an easy, practical and robust fashion. 
The approach followed was to build a face expression detection prototype meeting 
certain restrictions, in order to achieve good results: 

• Low computation Time: the software development process bared in mind 
that it should be as fast as possible in order to respond to the user commands; 

• Steady Lighting conditions: image processing, with varying illumination 
(both indoors and outdoors) demands more complex algorithms in order to 
achieve good results; 

• Regular Background: the face region detection could be done using colour 
segmentation and therefore the background must be of a different colour 
from the skin and hair f the individual; 

• Simple Face Characteristics: in order to use simple detection algorithms, 
including colour segmentation, as much as possible, the system should be 
concerned with some pre-defined face characteristics like, among others, the 
hair, mouth, eyes and face skin color. 
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2 Related Work 

The physical damage occur frequently, caused by accidents resulting on severe injury 
(palsy, amputation, brain injury), affecting the mobility capabilities, among other 
damages. Physical damage could also be caused by medical conditions, like brain 
palsy, multiple sclerosis, respiratory and circulatory diseases, genetic diseases or 
chemical and drugs exposition. Usually, the physical deficiency results on a limited 
control of some muscles of the arms, legs or face. The generalization of the physical 
deficiencies is very difficult to perform and each person has different symptoms and 
uses different strategies to deal with it. An example is the cerebral palsy, which 
concerns with injuries on some brain areas responsible for the movement control, 
resulting on a difficulty that could be slight or cause total incapacity to move the 
arms, legs or even talk: Two persons with brain palsy are very different on their 
deficiency and have diverse capacities to control muscles. Furthermore, the cerebral 
palsy has no cure, and its effects can change with the age. 
In our days, much more people is concerned with the possibility of handicapped 
persons have a more normal life. In this context, several research projects for the 
development of intelligent wheelchairs have been initiated on several research 
laboratories and universities around the world [2], [3], [ 4), [5]. However almost all of 
them aim at developing wheelchairs manually controlled, by joysticks. Thus, their use 
is impossible for individuals with Quadriplegia and Cerebral Palsy Handicapped. In 
the last years, with the lower cost of computational systems, sensors and actuators, 
being an integrated part of the intelligent wheelchair, giving much more capabilities 
of perception, decision and action on the wheelchairs. 
Like many other robotic systems, the main capabilities of an intelligent wheelchair 
should be: 

• Autonomous navigation with safety, flexibility and capability of avoiding 
obstacles; 

• Intelligent interface with the user, including manual control (joystick, 
keyboard, mouse or touch screen) but also voice control, vision based control 
and other sensors based controls (infrared or pressure, for example); 

• High-level control, including capability to perform high-level commands 
through previous planning of the low-level commands needed for its 
execution. 

3 Typical System Architecture 

Nowadays there are some projects of intelligent wheelchairs in which the interaction 
is based on head movements [6], [7], [8]. Relatively to the wheelchair control, figure 
1 shows a typical wheelchair system architecture divided into 4 phases: information 
acquisition, pre-processing, identification and interface: 

• Information acquisition: responsible for the conversion of the physical 
world information (visual information of the user face) on a matrix of RGB 
points, that will be processed and analyzed by the computer; 
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• 

Pre-processing: dedicated to the extraction of the relevant information to 
identify a facial expression (e.g. find the skin color, the eyes and mouth 
contours) and to organize that information on higher-level data structures in 
a compact format; 
Identification: the information obtained from the previous phase will be 
processed to obtain/deduct the facial expression represented on the image; 
Interface: helps the user to interact with the wheelchair control system. 

8 Light - Facial 8 
• _ Exp_ ,•_••-io_n ~ - User Interface - User 
_ Identification 

Fig. t. Typical wheelchair system architecture 

3.1 Information acquisition 

The visual information of the user face is obtained by one digital camera. Usually 
these cameras have a matrix of CCD sensors with some automatic adjustments 
embedded (e.g. exposure time, white balance). 

3.2 Pre-processing 

The image acquisition process has several types of noises. Not all the noise can be 
predicted because of its random nature and can not be measured with great precision 
because it is not possible to obtain a perfect image (without noise) as a comparison 
model. The noise is always presented on a digital image and it is necessary to 
minimize its effects using some algorithms like colour segmentation and contours 
detection. This stage aims at extracting high-level characteristics of the face, like the 
eyes position and shape, mouth position and shape, among others. 

3.3 Identification 

The identification step can be implemented by, for example, a neural network [9J, 
which by nature is capable of automatic pattern identification. Appropriate 
characteristics must be gathered by the previous stage and feed on the neural network, 
in order to have correct facial expression detection. 
The use of neural networks is particularly useful when the amount of information is 
so large that does not allow the deduction or inference of the logic which define the 
relation between the inputs and the outputs. To correctly identify one initial step of 
supervised training is necessary, where using facial expressions, manually analysed, 
the network generalizes the "rules" which define each facial expression adapting the 
connection weights appropriately. Sufficient and appropriate input patterns must be 
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presented to the neural network in order to have a successful training stage. After this 
training step the information is received from the pre-processing and the facial 
expression deducted. 

3.4 Interface 

On this phase, a wheelchair command language, specifically defined for this effect, is 
used for the interaction with the control system and to provide the user with 
information about the system status. Here it will be possible to reconfigure the system 
(for example, change the command language, to train the neural network). Also, the 
transfer function between facial expressions and the correspondent commands is 
implemented on this module. These commands will be converted in electric signals 
for the wheelchair control system, on a posterior phase. Some information is 
presented to the user interface: 

• Window showing the captured images; 
• Information of what is being identified; 
• Command language used. 

However, those systems don't have the necessary robustness to be used on the real 
world. They need some developments for adapting to situations like, for example: 

• The colour of the face may vary quickly, depending on the illumination 
conditions; 

• Some individuals could, sometimes, inadvertently, move his head to look 
somewhere, instead to move the wheelchair; 

• The face muscle contraction vary for each individual, and could as well 
correspond to involuntary movements, and so it is necessary a correct 
evaluation of that; 

• The user could present, on different times, different facial appearances 
(beard, moustache, eyeglasses) and a new wheelchair cal ibration will be 
needed. 

It is then necessary the development of robust methodologies for detection of facial 
expressions and their integration on wheelchairs control systems. 

4 Proposed System Architecture 

This proposal searches the articulation between facial image processing robustness 
systems, intelligent agents, and human-machine interfaces adapted to individuals with 
Quadriplegia and Cerebral Palsy Handicapped. This project will create the basis for 
the development of a new concept of autonomous, intelligent and configurable 
wheelchair, which will permit the user to define integrally the way he wants the 
wheelchair to be controlled. 
Using knowledge from the domains of facial expressions recognition, intelligent 
systems architecture, supervised and non-supervised learning methodologies, 
intelligent wheelchairs, high level languages and handicapped support multimedia 
systems, it is possible to define a architecture with several components, that together, 
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will go further on the wheelchair control 
found on figure 2. 
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Fig. 2. Proposed wheelchair system architecture 

Some modules of the referred components of the proposed architecture are presented 
below with more detailed explanation. 

4.1 Information Acquisition Component 

The system starts with the component which will be responsible for the acquisition 
process. The information of the face position on the image can be used to adjust the 
camera orientation. 

4.2 Pre-processing Component 

This part of the system starts by filtering the image noise introduced by the 
acquisition process. Next, it performs the image colour classification, which allows 
the identification of general sets (e.g. the face, the hair). Still with the filtered image 
the edges presented on the image are extracted. This information allows knowing 
some details of each set defined on the colour classification. These two processes will 
give us a discrete and one-dimensional function of the image. 
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4.3 Identification Component 

4.3.1 Facial Expressions Identification Module 
The human emotions are revealed by facial expressions, and on the case of 
individuals with Quadriplegia and Cerebral Palsy Handicapped, facial expressions are 
a very important way of communication. For the facial expressions detection it will be 
necessary, in first place, to obtain the facial images characteristics. The research on 
several algorithms will permit the extraction of a group of face characteristics and 
make the temporal pursuing of them. Those characteristics will be then used on 
learning algorithms, on a way of classifying those expressions on an expressions 
space. 
Next, it will be explored the use of several types of learning algorithms, like neural 
networks, radial basis function networks and Bayesian networks, on a way of being 
possible to deal with incomplete data and noise. 
The first experiments have been made with a neural network where we expect to have 
a more direct relation between the inputs and outputs, simplifying the generalization 
process (usually considered on the pre-processing phase). The inputs for the neural 
network could come from the segmentation process and/or from the contours 
detection. 
Later, this module can be integrated with a voice command recognition module to 
make the interface even more efficient, by the simultaneous and mixed use of voice 
and facial expressions detection. 

4.3.2 Command Language Module 
Based on languages previously defined for other domains [10], [l lJ, a definition of a 
high level language to command the wheelchair was started. This language will 
enable the use of commands like, twirl, go forward, door entry, move on to some 
location, follow a wall or an object, stop, and many others. 

4.3.3 Calibration System Module 
On the way of evaluate/adequate on a correct way the performance of a facial 
recognition system are essentials huge amounts of images [12]. More even is 
important to say that a pattern recognition system is based on statistical models, with 
measurable success/failure distributions. The referred distributions are heavy 
dependents on the final application of them. This suggests that the evaluation of this 
kind of system should be done over a more possible real scenario which evolves 
Quadriplegia and Cerebral Palsy Handicapped people from the APPC1• The idea of 
create this module in the future is to make the system auto-configurable for any 
potential user. 

1 Associa9iio Portuguesa de Paralisia Cerebral 
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4.4 Interface Component 

4.4.1 User Interface Module 
The interaction of a user with the wheelchair will be done by a multimedia 
application, based on multimodal interfaces [13] which will enclose the command 
language and the calibration system (after their development). A simple user interface 
module (shown below on figure 3) was created and is functionality is based on an 
iterative process, where is possible to make the association between the facial 
expressions and control commands of a simulated wheelchair, using the multimedia 
application. Another type of associations can be done and used depending on the 
abilities/limitations of the wheelchair user. Then, the developed application will be 
integrated with a command language module to be possible to associate voice 
commands to the high-level commands of wheelchair configuration. The 
simultaneous use of distinct ways of interaction (for example facial expression, voice 
or touch) as a way of giving a command to the wheelchair could be used in a way to 
assure the liability of the command interpretation. 

4.4.2 Simulator Module 

,,,,,, . ., 
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Fig. 3. System test interface 

A graphic simulator was projected and some simple parts were created (figure 4) in 
order to evaluate the results that the system is producing, before the wheelchair 
control system is attached to a real wheelchair. 

40 



Fig. 4. Simple wheelchair simulator 

The simulator includes a 3D wheelchair moving on an open field. It will be necessary 
to take into consideration the dynamic behavior of the wheelchair, including 
collisions detection with objects. The wheelchair commands are inserted directly on 
the simulator that interprets them and makes the correct correspondence to the 3D 
wheelchair model movements. 

4.4.3 Wheelchair Control System Module 
This module will be responsible for the movement control of the real wheelchair. It 

will be responsible for converting the commands to signals for the wheelchair motors. 

5 Results 

Results obtained during the first phase of the project [14] are very optimistic for the 
use of facial expressions to control a wheelchair. On the pre-processing phase, the use 
of colour segmentation and edge comparison together shows better results and was 
appropriated the use of a neural network during de identification phase. 

6 Discussion and Conclusions 

This project aims to achieve the development of a multimedia application to control 
an intelligent wheelchair, including the development of a configuration tool that 
allows a user to always configure the wheelchair adding new commands, defining 
which expression starts each command or calibrating system parameters like the 
neural network. This system should be adaptable and easily configurable to 
accommodate each user needs. 
The first experiments performed using a simple simulator showed that it will be 
possible to drive a real wheelchair, by using facial expressions, on a comfortably way. 
The main limitations to the good performance of a system of this kind are mainly in 
its pre-processing stage. The colour segmentation is very sensitive to large light 
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variations and slight colour shifts, and the shape extraction should have better 
precision without increasing the processing time. These problems affect the 
robustness of the system and its response time. 
In order to overcome the mentioned problems, future developments should be first 
focused on the pre-processing phase, aiming to allow the system to better perform in 
outdoor environments or rough lighting conditions. The wheelchair simulator should 
be tested by the introduction of commands for the wheelchair using the keyboard, and 
compare the behaviors with the ones that are obtained by the use of the framework 
interface using facial expressions. Then it will be necessary to obtain objective 
indicators of the global performance, and this can be achieved by including on the 
simulator some simple skill tests such as obstacle avoiding. 
Finally, the system should be implemented on a real wheelchair driven by 
quadriplegia and cerebral palsy handicapped people, using the projected intelligent 
wheelchair interface. 
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Abstract. An airline schedule very rarely operates as planned. Problems related 
with aircrafts, crew members and passengers are common and the actions 
towards the solution of these problems are usually known as operations 
recovery. The Airline Operations Control Center (AOCC) tries to solve these 
problems with the minimum cost and satisfying all the required rules. In this 
paper we present the implementation of a Distributed Multi-Agent System 
(MAS) representing the existing roles in an AOCC. This MAS has several 
specialized software agents that implement different solutions, competing to 
find the best solution for each problem. We present a real case study where a 
crew recovery problem is solved. Computational results using a real airline 
schedule are presented, including a comparison with a solution for the same 
problem found by the human operators in the AOCC. We show that, even in 
simple problems and when comparing with solutions found by human 
operators, it is possible to find valid solutions, in less time and with a smaller 
cost. 

Keywords: Distributed Multi-Agent Systems, Airline Operations Control, 
Operations Recovery, Disruption Management. 

1 Introduction 

One of the most important concerns in an airline company is the Operations Control. 
Through operations control mechanisms the airline company monitors all the fl ights 
checking if they follow the schedule that was previous defined by other areas of the 
company. Unfortunately, some problems arise during this phase [8]. Those problems 
are related with crew members (for example, a crew member that did not report for 
duty), aircrafts (for example, a malfunction or a delay due to bad weather) and 
passengers. When any of these problems appear it is necessary to find solutions for 
them. The Airline Operations Control Centre (AOCC) is composed by teams of 
people specialized in solving the above problems under the supervision of an 
operation control manager. Each team has a specific goal (for example, to guarantee 
that each flight has the necessary crew members) contributing to the common and 
general goal of having the airline operation running with few problems as possible. 
The process of solving these problems is known as Disruption Management [7] or 
Operations Recovery. 
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Based on the observations we have done on an AOCC of a real airline company we 
hypothesize that the objective of solving the operations recovery problems with the 
less cost as possible, will be much easier to achieve if we include information in the 
decision process related with various costs as well as if we take advantage of the fact 
that airlines usually have different operational bases with specific resources. 
Regarding crew recovery problems, we predict that if we take into account payroll 
information like hour salary and perdiem value of each crew rank, and costs related 
with hotels and extra-crew travel between the different operational bases, the solution 
will be less expensive. The same principle can be applied to aircraft recovery and 
passenger recovery ifwe use costs related with that domain. We also hypothesize that 
the use of different algorithms to solve the same problem (in crew and aircraft 
recovery) will contribute to the robustness of the system. We predict that using 
different algorithms (genetic algorithms, heuristic, etc.) in comparison with using 
always the same algorithm, to solve the same problem, will permit to always find the 
best solution (according to the criteria defined by the company) and to always find a 
solution, especially taking into account the fact that we might benefit from solutions 
presented by other operational bases. 

In this paper we approach this problem so that it can be solved by a Multi-agent 
System (MAS) that represents the Operational Control Center of the airline company. 
We use specialized agents, each one implementing Artificial Intelligence algorithms, 
simple heuristic algorithms and/or Operations Research mathematical models, to find 
the best solution to a specific problem related with crew, aircrafts or passengers. We 
expect to obtain a considerable decrease in the costs of the solutions for the problems 
found when compared with the costs of the solutions found by the current method 
used in the airline we have observed. We also expect that the heterogeneity of the 
algorithms, specialized in different types of problems, will allow to find solutions 
especially for the non-trivial problems, contributing, in this way, to the robustness of 
the system. 

The rest of the paper is structure in the following way. Section 2 presents some 
work of other authors regarding operations recovery. Section 3 presents our proposal 
of a MAS for airline operations recovery, including the architecture of the MAS, the 
algorithm used to choose the best solution and an example of the application of our 
MAS. Section 4 presents the scenario we setup to evaluate our system as well as the 
results of the evaluation. Section 5 presents the conclusion of our work. 

2 Related Work 

Traditionally, the Operations Recovery Problem has been solved through Operations 
Research (OR) techniques. The paper [2] gives on overview of OR applications in the 
air transport industry. The literature that exists related with this subject is usually 
divided according to the specific resource to be recovered. The most common division 
is by aircraft, crew and passengers. However, it is also possible to find papers related 
with more general approaches as well as related with integrated recovery approaches. 
We will present here the most recent published papers according to [ 6]. We divided 
the papers in four areas: general approaches, aircraft recovery, crew recovery and 
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integrated recovery. For a more detailed explanation of the papers as well as for older 
papers related with each of these subjects, please consult [6]. 

General Approaches: In [7] the author reports on the experiences obtained during 
the research and development of project DESCARTES (a large scale project 
supported by EU) on airline disruption management. The current (almost manual) 
mode of dealing with recovery is presented. They also present the results of the first 
prototype of a multiple resource decision support system. 

Aircraft Recovery: The most recent paper considering the case of aircraft recovery 
is dated from 2002 [ 12]. The proposed model addresses each aircraft type as a single 
problem. They formulate the problem as a Set Partitioning master problem and a route 
generating procedure. The goal is to minimize the cost of cancellation and retiming, 
and it is the responsibility of the controllers to define the parameters accordingly. It is 
included in the paper a testing using SimAir [ 13] simulating 500 days of operations 
for three fleets ranging in size from 32 to 96 aircraft servicing 139-407 flights. 

Crew Recovery: In [I] the flight crew recovery problem for an airline with a hub
and-spoke (a system of air transportation in which local airports offers air 
transportation to a central airport where long-distance flights are available) network 
structure is addressed. The paper details and sub-divides the recovery problem into 
four categories: misplacement problems, rest problems, duty problems, and 
unassigned problems. Several means are used for recovery, including delaying, 
swapping, deadheading (extra-crew) and the use of stand by crew. Results are 
presented for a situation from a US airline with 18 problems. 

Integrated Recovery: It is uncommon to find literature dedicated specifically to the 
passenger recovery problem. We believe the main reason for this is the fact that the 
passenger problems can be minimized if we solve the aircraft and crew problems. 
However, we would like to point out a recent paper [4] that, although presenting an 
integrated recovery approach, has a strong emphasis on reducing passenger arrival 
delays. This paper presents two models that considers aircraft and crew recovery and 
through the objective function focuses on passenger recovery. To test the models an 
AOCC simulator was developed, simulating domestic operations of a major US 
airline. It involves 302 aircrafts divided into 4 fleets, 74 airports and 3 hubs. 
Furthermore, 83869 passengers on 9925 different passengers' itineraries per day are 
used. Three different scenarios with different levels of disruption are presented. For 
all scenarios are generated solutions with reductions in passenger delays and 
disruptions. 

Lettovsky's Ph.D. thesis [9] is the first presentation of a truly integrated approach 
in the literature, although only parts of it are implemented. The thesis presents a linear 
mixed-integer mathematical problem that maximizes total profit to the airline while 
capturing availability of the three most important resources: aircraft, crew and 
passengers. The formulation has three parts corresponding to each of the resources, 
that is, crew assignment, aircraft routing and passenger flow. In a decomposition 
scheme these three parts are controlled by a master problem denominated the 
Schedule Recovery Model. 

Finally, we would like to point out a tool called DART (Decision-Aided 
Rescheduling Tool) [ 11] that was developed to control the flight operations of 
IBERIA (the Spanish airline company). DART controls airline operations by 
gathering real time world-wide information about fleet and crew situation and 
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providing decision support for handling incidents. It covers the daily execution of the 
ideal flight plan and is responsible for tracking and solving any irregularities that 
might arise during its execution. The authors claim that DART has been able to solve 
some difficult problems, proposing, in some cases, better solutions than those 
proposed by the re-scheduling experts. The paper does not present any comparative 
results. 

In addition to the above literature the conferences of the AG I FORS I organiz.ation 
often feature presentations related with operations recovery. The contributions from 
these conferences are, at best, available in the form of presentation slides. As such, we 
did not consider them here. 

3. Airline Operations Recovery through an Multi-agent System 

3.1 General Description 

As stated before we approached this problem by developing a distributed MAS that 
represents the AOCC. A high-level graphical representation of the MAS architecture 
is presented in Fig. 1 . 
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Fig. t. MAS architecture 

The square labeled BASE A shows the part of the MAS that is installed in each 
operational base of the airline company (e.g., NYC, LHR and LAX). Each operational 
base has its own resources that are represented in the environment, for example, Crew 
Roster and Aircraft Roster are databases of schedules for the crew members and 
aircrafts, respectively. Other resources represented are the airport information system 
(to be able to get information regarding boarding gates and delays), legacy systems (to 

1 AG I FORS, http://www.agifors.org. December 2006 
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access information regarding costs, among others) and a knowledge database for the 
learning capabilities of the MAS (this characteristic of the MAS will not be explained 
in this paper). Each operational base has also software agents that represent roles in 
the AOCC. The Crew Recovery Agent, Aircraft Recovery Agent and Pax Recovery 
Agent are dedicated to solve crew, aircraft and passengers problems, respectively, and 
should be seen as sub-organizations inside the MAS. The Apply Solution Agent 
applies the solution found and authorized in the resources of the operational base. The 
learning Agent is dedicated to the learning capabilities of the MAS. The MAS has 
also the possibility to interact with an electronic market of airline resources such as 
aircrafts and crew members, through the Company Broker. According to [7] "research 
on recovery operation to this date only deals with a single airline. Cooperation 
between airlines is not supported". With this approach we try to foster the cooperation 
between airlines. More information about this electronic market can be found in [IO]. 

The MAS was developed using JADE [3] as development platform and as the run
time environment that provides the basic services for agents to execute. The MAS 
was developed based on a previous analysis and design by Castro and Oliveira [5]. 

3.2 Sub-organization Architecture 

As stated before, the Crew, Aircraft and Pax Recovery agents as presented in Fig. 
should be seen as sub-organizations. These sub-organizations have their own 
architecture with their specialized agents. Fig. 2 shows the architecture for Crew 
Recovery in a UML diagram. The architecture for Aircraft Recovery and Pax 
Recovery are very similar. 
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Fig. 2. Crew Recovery sub-organization architecture 

The agent class OpMonitor is responsible for monitoring any crew events, for 
example, crew members that did not report for duty or duties with open positions, that 
is, without any crew member assigned to a specific role on board (e.g., captain or 
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flight attendant). When an event is detected, the service MonitorCrewEvents will 
initiate the protocol ieform-crew-event (FIPA Request) informing the OpCrewFind 
agent. The message will include the information necessary to characterize the event. 
This information is passed as a serializable object of the type CrewEvent. Fig. 3 
shows the attributes of the CrewEvent class. 
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Fig. 3. Crew Events 

The OpCrewFind agent detects the message and will start a CFP (call for proposal) 
through the crew-solution-negotiation protocol (FIPA contractNET) requesting to the 
specialized agents HeuristicAlgorithm, AlgorithmA and AlgorithmB of any operational 
base of the airline company, a list of solutions for the problem. Each agent 
implements a different algorithm specific for this type of problem. When a solution is 
found a serializable object of the type CrewSolutionList is returned in the message as 
an answer to the CFP. Fig. 3 shows the attributes of the CrewSolutionlist class. 

The OpCrewFind agent collects all the proposals received and chooses the best one 
according to the algorithm in Table I: 

Table 1. Multi-criteria algorithm 

foreach item in CrewSolution list 
tota/Duty = monthDuty+credMins 
if (totalDuty-dutyLimit) > 0 

credDuty = totalDuty-dutyLimit 
else 

credDuty = 0 
end if 
perdiemDays = (endDateTime-dutyDateTime 
perdiemPay = perdiemDays•perdicmValue 
dutyPay = credDuty*(hourSalaryValue/60) 
cost = (dutyPay+perdiemPay)*baseFactor 

end foreach 
order all items by cost desc 
select first item on the list 

The algorithm in Table I is implemented in the service SendCrewSolution and 
produces a list ordered by the cost (a multi-criteria cost) that each solution represents. 
Table 2 explains each of the computed values in the algorithm in Table I. 
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Table 2. Computed values 

Month! du minutes of the ro osed crew after assi nin the new du 

erdiemPa 
baseFactor 
Cost The sum of the cost of the erdiem lus du multi lied b the base factor. 

The first solution of the list in descendant order by cost corresponds to the less 
expensive one. The SendCrewSo/ution service initiates the protocol query-crew
so/ution-authorization (FIPA Query) querying the OpManager agent for 
authorization. The message includes the serializable object of the type CrewSo/ution 
as shown in Fig. 3. 

3.3 Example 

Consider the fo llowing situation: Airline Company A has two operational bases, one 
in London (LHR) and another in Paris (ORY), each with 150 crew members. On a 
specific day a crew member of the LHR base did not report for duty and it was 
necessary to find another crew member. In our MAS the OpMonitor agent of LHR 
base, would detect and characterize the event according to Table 3. 

Table 3. Event characterization 

Attribute Value Comment Attribute Value Comment 
dutyDateTime 05-10-2006 l 0:00 rank FA Crew rank 
delay 10 Crew delayed IO mins. baselD LHR 
dutylD NBPNC-1 LIIRl9 erewNumber 97 
end Date Time 05-10-2006 20: 15 Duty end date/time crewName John 
readyDateTime 06-10-2006 09: 15 Includes rest openPositions I 
credMins 615 Total work time. eventlD 1230 Internal 
crewGrp 2 !=pilots; 2=flight att. 

The agent starts the inform-crew-event protocol that includes the information from 
the Crew Event, informing the OpCrewFind agent. This agent starts a CFP through the 
crew-solution-negotiation protocol requesting all the solutions from the specialized 
agents in both operational bases. The OpCrewFind agent receives the solutions as a 
CrewSolutionList from each agent according to Table 4 (this table does not show all 
the information that is included in the CrewSo/utionList returned by the agents, like 
for example, the crew number and name). 

Table 4. CrcwSolutionList data 

# Base!D Rank Hr Salary Perdiem Dutv limit Month Dutv Base Factor 

I LIIR FA 43 71 7800 7600 I 

2 ORY FA 30 71 7800 8120 1,3 

3 LHR FA 17 31 7800 8500 I 

4 LHR FA 14 31 7800 7950 I 

5 ORY FA 14 31 7800 5000 1,3 
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The service SendCrewSolution of agent OpCrewFind computes the values 
indicated in Table 2 for each item of the CrewSolutionlist and orders them, according 
to the algorithm indicated in Table I. The result is indicated in Table 5. 

Table 5. Ordered CrewSolutionList data 

# Base!D Total Duty Crd Duty Duty Pay Perdiem Days Perdiem Pay Cost 
5 ORY 5615 0 0 I 31 40 
4 LHR 8565 765 178 I 31 209 
I LHR 8215 415 297 I 71 368 
3 LHR 9115 1315 372 I 31 403 
2 ORY 8735 935 467 I 71 699 

As it is possible to see, the solution with less cost is solution number 5. In this 
particular example, it is a crew member from a different operational base that is 
considered the best solution to substitute the one that did not report for duty. The 
SendCrewSolution service initiates the protocol query-crew-solution-authorization 
querying the OpManager for authorization. The message includes the serializable 
object CrewSolution with the complete information, as presented in Table 6. 

Table 6. CrewSolution scrializable object 

Attribute Value 
dutvlD NBPNC-1 LHR 19 
dutvDateTime 05-10-2006 I 0:00 
endDateTime 05-10-2006 20: 15 
readvDateTime 06-10-2006 09: I 5 
baselD ORY 
crcwGrp 2 
rank FA 

4 Scenario and Experiments 

4.1 Scenario 

Attribute Value 
crew Number 147 
crewName Marie 
seniority 15 
dutvPav 0 
perdiemPav 31 
cost 40 

To evaluate our MAS we have setup a scenario that includes 3 operational bases (A, 
B and C). Each base includes their crew members each one with. a specific roster. The 
data used corresponds to the real operation of June 2006 of base A. We have 
simulated a situation where 15 crew members, with different ranks, did not report for 
duty in base A. The events did not happen at the same day and each one corresponds 
to a crew member that did not report for a specific duty in a specific day. 

After setting-up the scenario we found the solutions for each crew event using two 
methods. In the first method we used a real user from the AOCC, with the current 
tools available, to find the solutions. The user uses software that shows the roster of 
each crew member in a Gantt chart for a specific period. The user can scroll down the 
information, filter according to the crew rank and base, and sort the information by 
name, month duty, etc. In the second method we have used the sub-organization 
Crew recovery of our MAS as indicated in Section 3.2. 
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4.2 Results 

The data (partial) obtained using method 1 (user with current tools) is presented in 
Table 7 and the data obtained using method 2 in Table 8. We point out that the data in 
columns marked with an asterisk were calculated manually, according to the formulas 
in the algorithm presented in Table 1. The reason for this is that the information 
system that is available for the users does not include information related with any 
kind of payroll. 

Table 7. Solutions obtained through method I (first IO records only) 

# Base JD Time(secl Rank Dutv Pav(*) Perdiem Pav/*) Cost(*) 
I A 90 CAB 0 72 72 
2 B 115 CAB 0 72 86,4 
3 A 75 CPT 942,9 106 1048,9 
4 A 100 CAB 939 144 1083 
5 B 120 CAB 0 72 864 
6 B 100 CPT 777 212 I 186,8 
7 B 105 OPT 0 148 177,6 
8 A 80 CCB 687,65 72 759,65 
9 B I IO CCB 0 144 172,80 

10 C 110 CPT 0 212 296,8 

Table 8. Solutions obtained through method 2 (first 10 records only) 

# Base ID Time (sec! Rank Dutv Pav Perdiem Pav Cost 
I A 20 CAB 0 72 72 
2 B 31 CAB 0 72 86,4 
3 B 18 CPT 0 106 127,2 
4 C 27 CAB 563,4 62 875,6 
5 B 32 CAB 0 72 86,4 
6 C 26 CPT 0 212 296,8 
7 A 25 OPT 0 144 144 
8 B 15 CCB 229,17 72 361,4 
9 B 29 CCB 0 144 172,8 

IO C 23 CPT 0 212 296,8 

Table 9 presents the results that compare the two methods. From the results 
obtained we can see that in average, the second method took 25 seconds to find a 
solution and the first method took 10 I seconds. Regarding the costs, the second 
method has a total cost of 3839.36 and the first method 7039.60. The second method 
is, in average 4 times faster than the first method in finding a solution and produces 
solutions that represent a decrease of 45.5% on the costs. 
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Table 9. Comparison of the results 

Method I Method 2 Metl/Met2 
Total % Total % % 

Solution base: 
- From base (A) 7 47 3 20,0 -57,1 
- From base B 6 40 7 47,0 16,7 
- From base C 2 13 5 33,0 150,0 

Time (avg sec) IOI 100 25 24,8 -75,3 
- Base A ( avg) 88 21 24 24,0 -72,7 
- Base B ( avg) 110 27 24 24,0 -78,2 
- Base C ( avg) 115 28 26 26,0 -77,4 

Total Costs: 7039,60 100 3839,36 54,5 -45,5 
Costs bv Base: 
- Base A 4845 55 92,4 288,00 11 2 -94,0 
- Base B 1796,40 34,3 1275,80 49,8 -29,0 
- Base C 397 60 7,6 2275,56 88,8 472,3 

5 Discussion and Conclusions 

From the results obtained we can see that our MAS obtains valid solutions faster and 
with less costs when compared with the current method used in a real airline 
company. Regarding our first hypothesis we were expecting a considerable decrease 
in the costs of the solutions found by our MAS. From the results obtained (see Table 
9) we can see that: 

Cost(SolutionMAS(3839, 36))< Cost(Solut ionMet I (7039, 60)) 

It represents a decrease of 45.5% on the costs. Our hypothesis was accepted. Of 
course that we cannot infer that our MAS will always produce solutions that cost 
45.5% less. It is not even possible to say that, in average, this decrease is valid. For 
that we need to evaluate much more situations, in different times of the year (we 
might have seasoned behaviors) and, then, find an average value. However, taking 
into consideration that our method includes information that is not available in the 
current method of the airline (for example, hour salary, perdiem value, lodging and 
extra-crew travel), and that this information has an immense impact on the total cost, 
we can state that our method will never produce more expensive solutions. 

From the results we can also obtain other interesting conclusions. These 
conclusions can be expressed by the following formalism: 

I. Time(SolutionMAS(2 5s))< Time(SolutionMet I (J OJ s)) 
2. Cooperation(SolutionMAS(BaseB(47%))) > 

Cooperation(SolutionMet I (BaseB(40%))) and 
Cooperation(SolutionMAS(BaseC(33%))) > 
Cooperation(SolutionMet I (BaseC(J 3%))) 
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Regarding 1) our method was 75.3% faster than method two. The use of a 
computerized system to find and evaluate the solutions is the reason for our method to 
be faster than the present, almost manual, method used in the airline. Regarding 2) we 
can see that the cooperation between different operational bases has increased with 
our method, because we evaluate all the solutions found (including the ones from 
different operational bases where the event happened) and choose the one with less 
cost. In method two, they choose the first one they find. This cooperation is also 
possible to be inferred from the costs by base. In Table 9 is possible to see that the 
costs of base Chad an increase of 472.32% while base A and base B decreased 94% 
and 29%, respectively. This means that our method used more resources from other 
bases than the base where the problem happened (base A). 

Regarding our second hypothesis we expected to increase the robustness of our 
system using heterogeneous algorithms to find solutions to the same problem, at the 
same time. We were not able to collect enough data to analyze the impact on 
robustness as the result of using different specialized agents. Preliminary results show 
that, most of the times, the MAS presents at least one solution even when the human 
operator cannot found one. Apparently this is the result of using different techniques 
to tackle the problem. However, the solution might have a cost that, when compared 
with other ways of solving the problem (for example, cancelling the flight), might be 
unacceptable. This tells us that our MAS need to have access to more information. 
For example and in the case of cancelling the flight, it would be important to have 
access to the cost of compensations due to passengers in these situations. 

This paper has presented a distributed multi-agent system as a possible solution to 
solve airline operations recovery problems, including sub-organizations with 
specialized agents, dedicated to solve crew, aircraft and passenger recovery problems. 
We have detailed the architecture of our MAS regarding the sub-organization 
dedicated to solve crew recovery problems, including agents, services and protocols. 
We have introduced a multi-criteria algorithm for selecting the solution with less cost 
from those proposed as part of the negotiation process. A simple example was 
presented, following, step-by-step, our proposed method. A case study, taken from a 
real scenario in an airline company where we have tested our method was also 
presented and we discuss the results obtained. We have shown that our method 
produces faster and less expensive solutions when compared with the present and 
almost manual method, used in the airline company. 

Further work is required in testing our method for large periods of time and in 
different times of the year (due to seasoned behaviors). We also need to test our MAS 
with all the sub-organizations working at the same time (crew, aircraft and passenger) 
to see the impact that might exist in the results we have presented in this paper. 
Finally, we would like to apply and test the integration of the EM as presented in [IO]. 
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Abstract. In this paper we present a new way to address the univer
sity timetabling problem. We use an Agent-oriented approach in order 
to reflect the distributed nature of such problems. We identify a system 
based on auction schemes that allows for the resolution of timetabling 
problems, specifically targeted at universities. We use publicly available 
datasets, with some extensions in order to cope with the proposed sys
tem, and will present results as they arc gathered. 

1 Introduction 

Timetabling problems are distributed by nature but distributiveness improves 
performance [l]. Several examples of good use of agent technology toward prob
lem resolution have been largely studied and documented, as in [2]. 

The timetabling problem involves scheduling a number of tuples, each con
sisting of class of students, a teacher, a subject and a room, to a fixed number 
of time slots [3]. 

Several attempts have been done in the past, using different algorithms that 
would get the best results. Such attempts have gone from the use of integer pro
gramming techniques [4], Simulated Annealing [3,5], Genetic Algorithms [6,7], 
Tabu Search [8,9), or even with hybrid approaches [10]. 

Timetabling problems are interesting in study because they are known to be 
NP-hard problems, as proved in [11]. 

Nevertheless, the use of this technology has not yet been deeply delved in 
the community. There have been a few tryouts, reported in [1,12J, but no real 
solution has been proved yet. 

In this paper we indicate how such a method could be implemented. We 
introduce the University timetabling problem in Section 2 and in Section 3 we 
make the connection between the problem and multi agent systems in general. 
In Section 4 we present how the multi-agent system is to be implemented, and 
in Section 5 we discuss future work and work in progress. 

2 University timetabling problem 

Timetabling the classes of a University involves assigning timeslots to a number 
of classes or similar events. In doing this there are two goals: 
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- Producing feasible timetables 
- Producing good timetables 

A feasible t imetable is one in which all the events can have all of the resources 
they require at the timeslot that has been allocated to them. These resources 
might be rooms (possibly with particular equipment), student groups (a group 
of students is defined as one or more students who share the same timetable), 
and lecturers. 

A good timetable is one t hat conforms well to a number of criteria set by 
the user (user is intended to represent both the Institution, and the actors, be 
it Teachers or Classes). These criteria might be things like "students should not 
have more than three lectures in a row", or "lecturers should have one day a week 
free of teaching''. 

We can also think of the problem in terms of constraints. A hard constraint 
is one that if broken would make the t imetable infeasible. A soft constraint is 
one that if broken would make the timetable less good. 

The course timetable problem might include the assignment of rooms, student 
groups and lecturers to events. 

In the Portuguese case, we have several concepts t hat need to be addressed in 
order to fully understand the problem (some of them make it an easy problem, 
while others further complicate it), as described next . 

2.1 The portuguese university system 

In Portugal each university has autonomy has legislated by the ECDU ( Estatuto 
da Carreira Docente Universitaria) . That means each university has, to some 
extent, the autonomy to do a specific kind of internal regulations. 

Nevertheless, most degrees are taught in pretty much the same way, in respect 
to the time scheduling (15 20 weeks each semester , 2 semesters by academic 
year) . The year starts in September/ October, ending in June/ July. Usually the 
break times are set to be in the same time, mainly Christmas and Easter. 

The courses give students a licenciatura or Master degree, and have a dura
tion around 6 10 semester, measured in ECTS credits. 

The course plan is well-established, meaning students know in advance the 
subjects they must fulfill, and when they will be taught. Even so, some courses 
have optional credits, some of t hem mandatory in the sense t hat students must 
choose between a group of t hem (once again, well-established in time and dura
tion). 

Several universities know in advance the needed teachers, and are able to 
distribute the service to them, not even knowing in advance how many students 
will be enrolled. Some others, mainly private education schools, need to do that 
distribution only when the students are enrolled, or at least they have a pretty 
good preview on how many will be enrolled. 

There are two main differences among public and private high-schools, in 
respect to the number of students (less variable in public high-schools), and in 
respect to the teachers (more scheduling time in private, but also with more 
constraints). 
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3 Timetabling as a multi-agent system 

As defined in [13], 

An agent is a computer system that is situated in some environment, 
and that is capable of autonomous action in this environment in order 
to meet its design objectives. 

[14.15] address why it is worth to take an agent-oriented approach to soft
ware. As argued there, a key point is that agent-oriented software is well suited 
for complex open, networked, large, and heterogeneous application domains. 

This is mainly due to the fact that the agent concept, as a first-order abstrac
tion, allows a very natural and intuitively clear modeling and implementation 
perspective. In 1161 arc identified benefits of this approach in cases where com
ponents: 

are not all known a priori (i.e., at requirements specification and design 
time); 
can not all be assumed to be fully controllable in their behavior (e.g., due 
to conflicting interests and non-public individual preferences); 
must interact on a sophisticated level of communication and coordination to 
achieve their individual or joint design goals. 

As discussed by Jennings in[l5], agent orientation can be viewed as a natural 
next step in the evolution of a wide range of software engineering approaches. 

We can think t hat the process of obtaining a timetable for a Course as being 
a social environment in which teachers and students fight to get its best schedule. 

On the other hand, for the Institution the desired state is one in which: 

Students have t heir classes grouped in time, but giving t hem some time to 
prepare the next day lesson; 
Teachers have to be most of t he day at the school (35 hours as a rule) while 
only lecturing at most (as defined by the laws) 12 hours. 

As such, for an Institution, it is good to put tC'achers with several unoccupied 
hours in the day, while not doing so for the classes. 

The use of resources is also a big problem, mainly in some areas (namely, 
Laboratory classes). These resources are usually few in quantity, and also small 
in capacity. For instance, in Computer lab classes it's not recommended to have 
more than 2 students by computer. 

4 T he proposed system 

We modeled the timetabling construction as a free auction. 
By this we mean that we use a bidding system, where the bidder is the 

Institution, but where bidders (teachers) can bid among themselves trying to 
get a better schedule. 
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We also allow for classes to bid among themselves in order to try to convince 
the teacher they have the best proposal for the bid. 

There have been successful cases of applying these bid techniques to several 
activities, as described in (17]. 

The process is presented schematically in Figure 1. 

' " 

Fig. 1. Communication Model 

4.1 A gents in the play 

We identified the following agents for the system: 

Teachers, 
Classes, 
Institution. 

The Teachers represent each teacher. Among others, it contains information 
about the classes to teach and the preferences (in a scale 1-5, 1 being awful, and 
5 great, with O being "completely impossible". The values default to 3-don't 
care much). 

The Classes represent a group of students, that are to be scheduled together. 
Since it has been impossible to represent each student preferences (once again, 
they go from 1 to 5) here, we decided to use the Mode value of the students pref
erences. Where there were more than a value with the same amount of students, 
we used the average of those if integer, otherwise the biggest one. 

The Institution contains several information not available at first to the other 
agents. It acts as a bidder, whose only purpose is to get most of the money, by 
selling the slots available. It's the task of the Institution to prevent any hard
constraint to be violated. 

Since the objectives are not the same, conflicts will probably occur. First 
conflicts are among teacher / his classes, and can: 

prevent a bid to be placed this can be the case if a teacher really wants some 
slot, but his available classes have bad preferences; 

force a bid to be placed the opposite of the above; 
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Following we can have class/ class conflict ( classes of the same teacher): 

more than a class has the same preference this will confuse the allocation 
of the slot if the bid is won. In that case, the teacher asks each of the 
conflicting classes for a bid on the allocated slot, on a unique bid system 
( the best offer wins); 

4.2 The bid system 

We consider the timetabling build system as a first-price sealed-bid auction. In 
this kind of auction, each bidder independently submits a single bid, without 
seeing others' bids, and the object is sold to the bidder who makes the highest 
bid. The winner pays her bid (i.e., the price is the highest or "first" price bid) j 181. 

In order to make it a fair bid, we define for each teacher bid-lower and bid
upper limits, calculated according to the definition of the teacher preferences 
and the service. The biggest the average of the preferences the teacher has, the 
lower his bids will be. 

This way, the bidders are the teachers, and slots are the objects being sold. 
Since in each object we have several rooms, the teacher is responsible for defining 
his needs in term of resources. These needs come along as he asks his classes what 
are the preferences. 

That always means the selling is not per item, but per item group (an item 
group being the triple "weekday / beginning hour/ room"). This makes the auction 
even more interesting, because teachers don't know how many slots will be bid 
by opponents. 

In each bid, the teachers send, besides of the amount they arc willing to spend, 
a list of ''proposed next bids", meaning the adjacent slots they are expecting to 
get by the same amount. 

The auctioner is free to refuse such a bid, if it violates any of the defined 
hard constraints. 

A bid message, in ACL language looks like the one presented next: 

<inform> 
<sender>Teacher !</sender> 
<receiver>Institution</receiver> 
<content> 

<bid>100</bid> 
<preferences>! 2</preferences> 
<resources>3 4</resources> 
<resources>5</resources> 

</content> 
<in- reply-to>BID:Mon,3</in-reply-to> 

</request> 

The previous message means Teacher 1 is willing to bid on the third time of 
Monday for 100 units, as long as he can get one or two hours next (meaning he 
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will pay 200 or 300 units for the group), and that he can have access to resources 
3 and 4, or in alternative, to resource 5. 

The bidder can, in such a case, refuse the bid, be it because of some hard 
constraint being violated, or because he just don ' t want to give more than the 
slot at bid. If this is the case, the bidder is informed, and can react accordingly 
(i.e., by offering a new bid, or ending the bid process). This is shown in Figure 2. 

n-;11fu10· 

F ig. 2. Messages passed during a bid 

5 Fut ure Work 

The system is not yet fully developed, as such there are no permanent results 
yet to be discussed. 

We are now performing tests using the timetabling datasets availa ble in 
http://tabu.diegm.uniud.it/ ctt/ pages/ index.php, in order to prove that this kind 
of approach is a valid one. 

Since the data presented on those instances doesn't have preferences infor
mation for neither the teachers nor the classes, we created an extension in fi les 
for each teacher, regarding that issue, in order to count for that (mainly because 
teachers are considered to be a key part of the problem, and the main actor for 
the bidding system). 

We expect to be able to solve some timetabling problem instances. Right now 
we are not expecting to have the better possible timetable, but a first one with a 
good satisfation average (as stated by the preferences inputed by teachers), one 
that has a good constraint solving ratio (according to the evaluation defined in 
the datasets avbailable), and that can be a good basis for any of the optimization 
algorithms allready existing. 

After having the model completely validated, it is our aim to identify the 
benefits and problems on the t imetables generated, when compared with other 
algorithms. We compare with the know results available on the web site that has 
the datasets. 
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It is our aim to extend the generated timetables using Tabu Search [19] and 
Ant Colonies [20,21] to accomplish results optimizations, and compare the results 
of both methods 
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Abstract. An automated guided vehicle (AGV) dispatching system and Flexible 
Manufacturing System (FMS) neecl4Jynamic control for tasks distributed on the 
Shop Floor. This research addresd a simple application of autonomous agents 
cooperatively working in a multi-agent system trying to efficiently solve this 
problem. The focus of the paper is on the simulation of scheduling and 
dispatching algorithms for AGVs in a FMS. The paper presents a basic design 
management system for parts transfer and production, i.e., agent cooperation for 
transportation task negotiation and production machine negotiation. The system 
was implemented using the JADE tool. Through the obtained results we can 
conclude that the developed system is flexible enough and perform a dynamic 
control as expected. It allowed balanced schedul ing of tasks, for the machines on 
the shop floor, enabling AGYs very flexible and efficient transportation. 

Keywords: Multi-Agent Systems, Automated Guided Vehicle (AGV), Flexible 
Manufacturing System (FMS), JADE, Contract Net Protocol. 

1 Introduction 

Nowadays, multi-agent systems (MAS) are being used in an increasingly wide variety 
of application areas, ranging from operational support and diagnosis, electronic 
commerce, manufacturing, information finding and filtering, planning and resource 
allocation, and service integration (1 ). Agent-based systems' technologies, in the sense 
of distributed computing, is an area of emerging interest in the domain of complex 
systems design. The agent-based paradigm can be seen as a real enhancement of the 
object oriented paradigm where objects become autonomous, proactive, and perceptive 
with respect to their environments [I). Meanwhile, a large number of commercial 
agent management systems are available or are currently under development. 

Manufacturing companies are facing radical challenges. Worldwide competition, 
customers desire for exclusive product variety in small quantities (mass 
customization), demands for higher quality and lower prices, product complexity, 
faster delivery times, shorter product life cycle as well as fast technological evolution 
and new environment protection regulations, are just examples of demands facing up 
by manufacturing companies. Some of these changes have been foreseen before [2]. 
However, the pace of change is much bigger and more challenging. Therefore, 
companies are recognizing the need for fast reconfiguration or adaptation (agility) as 
an important requirement in their daily life operations. 
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The objectives of this work include the development of a simulation system for 
dynamic control for dispatching, scheduling transports and task for a system 
controlling AGVs in a FMS. For solving this problem the multi agent paradigm will be 
used. Also, we will use JADE tool for creating and controlling the system agents. 

This paper is organized as follows: section 2 presents a brief state of the art related 
to FMS and AGV systems that use multi agent systems. Section 3 shows the used tools 
in this work. Section 4 discusses the development of the proposed multi agent system. 
Section 5 contains the results and finally section 6 concludes this paper presenting 
some conclusions and future work. 

2 State of the Art 

In a competitive world market, a product must have high reliability, high standards, 
customized features, and low price. These challenging requirements have given a new 
impulse to all industrial departments and in particular, the production department. The 
need for flexibility has been temporarily satisfied at the assembly level. For example, 
several similar parts, differing from each other in few characteristics, e.g., color or 
other small attributes, are produced in great quantities using traditional manufacturing 
lines, and then are assembled together to produce smoothly different products. 
Unfortunately, this form of flexibility is unable to satisfy increasingly differentiated 
market demand. The life cycle of complex products, e.g., cars, motorbikes, etc., has 
decreased, and the ability to produce a greater range of different parts has become 
strategic industrial leverage. Manufacturing systems have been evolving from line 
manufacturing into job-shop manufacturing, arriving eventually at the most advanced 
expression of the manufacturing system: the FMS [3]. 

Considering the high level of automation and cost involved in the development of 
an FMS, all development phases of this technology are important in order to achieve 
the maximum utilization and benefits related to this type of system. However, because 
the objective tbis work is smart scheduling in an FMS, a vast available scientific 
literature in related areas, i.e., economical considerations, comparisons between FMS 
and standard technologies, design of an FMS, etc. are referred in [3]. 

In this work focus is on dynamic Scheduling and Dispatching [4, 5, 6], i.e. no fixed 
schedule or dispatch, are obtained before the actual operations start. These are terms 
relevant to FMS that are defined as follows: Scheduling - the process encompassing all 
the decisions related to the allocation of resources to operations over the time domain; 
Dispatching - the process or decision of determining the next operation for a resource 
when the resource becomes free and the next destination of a part when its current 
operation was finished. 

Yams [7] is the original implementation of Multi-Agent systems in manufacturing, 
assigns an agent to each node in a control hierarchy (factory, cell workstation, 
machine). 

Macs [8] defines an agent as "a computational system that tries to fulfill a set of 
goals in a complex, dynamic environment." It can sense the environment through its 
sensors and act upon the environment using its actuators. Depending on the types of 
environment it inhabits, an agent can take many different forms. Agents inhabiting the 
physical world are typically robots. Maes proposes that an agent's goals can have many 
different manifestations: they can be end goals or particular states the agent tries to 
achieve, they can be a selective reinforcement or reward that the agent attempts to 

68 



maximize, they can be internal needs or motivations that the agent has to keep within 
certain viability zones, and so on. 

Some works are described as an intelligent manufacturing system that employs 
multi-agent system with negotiation protocols (9, I 0, 11, 12 J. 

In 2002, Emelyanov [13] proposed the development of the new approach for 
designing a decentralized management system which performs the exchanges of 
industrial resources based on the model of collective behavior of intelligent agents. 
Theirs interaction and activities determine a required intelligent behavior of the whole 
multi-agent system. These agents realize the creation of some required types of 
resources and interchange by them for reaching of the global purpose of the production 
system. 

In this area, another work was presented like an integrated hardware and software 
solution for a supervision and software maintenance system for industrial robot 
controllers integrated in welding lines. The methodology applied to integrate a system 
comprising more than 200 industrial robot controllers was presented and some 
implementation issues about the developed infrastructure are also shown. In this work 
a multi agent architecture was required to fulfill the requirements of the industrial shop 
floor (14). The same authors describes other implementation approaches for a multi 
agent shop floor control architecture supported by cooperation contracts and designed 
to support agi le manufacturing. The architecture being proposed is based on the 
concepts of cluster, consortium, manufacturing components, manufacturing resource 
agent, agent machine interface, and contracts, which are used to govern the skills 
brought to the consortium or cluster. The basic architecture for each agent is indicated 
and analyzed as well as the knowledge model and ontology used JI OJ. 

As presented for Ouclhadj [11) a totally distributed approach combining Multi
Agent architectures and a Multi-Contract Net protocol for a dynamic scheduling of 
flexible manufacturing systems, presented any advantages suchJade as possibility to 
schedule several tasks at the same time, distribution of the scheduling function over all 
the multi agent architecture, real-time behavior, processing of the uncertainty, 
optimization of the resources occupation rate and conflict resolution. 

Conflict-free routing is an important problem to be addressed in AGV systems, in 
particular when they are bidirectional. Breton [ 15] presents a multi-agent approach that 
solves this problem. The main idea of this algorithm is to consider an AGV as a 
reactive agent, whose goal is to reach a predefined destination without conflict with the 
moving AGVs. 

3 Development Environment and Protocols 

The main development tool used in this work was JADE. As related in [ I 6), JADE 
present a regular behavior for implements multi agents. The implementation multi 
agents system using JADE is very easy and fast (17, 18). The tools that were use in 
this development are described below. 

3.1 Development Environments 

In this work, JADE (Java Agent DEvelopment Framework) was used as the main 
development platform. It is a framework to develop multi-agent systems in compliance 
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with the FIPA specifications (19). It was chosen as the development platform for 
several reasons: 
• it is open source; 
• has good support and documentation; 
• implements the FIPA Architecture including the FIPA Agent Communication 

language and FIPA protocols that saves programming time; 
• it includes a suite of graphical tools that allows ministrating and monitoring the 

activity of running agents; 
• and finally the behavior abstraction model, which is used to model the tasks that an 

agent is able to perform. Agents execute their behaviors according to their internal 
status and the messages (external events) they receive from other agents. 

The behaviors were implemented using this abstraction model. The main behaviors 
used was behaviors extends CiclicBehaviors and SimpleBehaviors. This work was 
based a simple example that used JADE tutorial (JADEProgramming-Tutorial-for
beginners) to illustrate the steps required to develop agent-based applications with 
JADE. The scenario considered in this JADE example includes some agents selling 
books and other agents buying books on behalf of their users [20]. 

Figure I presents JADE graphical interface running the test of this development that 
will be present to follow. This interface is used for agent management. It show lives 
agents in systems. It can also be used to kill agents, start new ones or to trace messages 
sent between agents (with the "sniffer" tool). 

3.2 Protocol Used 

For negotiation between agents, FIPA Contract Net Interaction Protocol was used. The 
FIPA Contract Net Interaction Protocol (IP) is a minor modification of the original 
contract net IP pattern (originally developed by Smith and Davis) in that it adds 
rejection and confirmation communicative acts. In the contract net IP, one agent (the 
Initiator) takes the role of manager which wishes to have some task performed by one 
or more other agents (the Participants) and further wishes to optimize a function that 
characterizes the task. This characteristic is commonly expressed as the price, in some 
domain specific way, but could also be soonest time to completion, fair distribution of 
tasks, etc. For a given task, any number of the Participants may respond with a 
proposal; the rest must refuse. Negotiations then continue with the Participants that 
proposed [21]. 

The representation of this IP is given in Figure 2 which is based on extensions to 
UMLI .x. [22]. This protocol is identified by the token fipa-contract-net as the value of 
the protocol parameter of the ACL message. 
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Fig. 1. Graphical interface by JADE Remote Fig. 2. IP diagram. 
Agent Management 

The Initiator solicits m proposals from other agents by issuing a call for proposals (cfp) 
act, which specifics the task, as well any conditions the Initiator is placing upon the 
execution of the task. Participants receiving the call for proposals are viewed as 
potential contractors and are able to generate n responses. Of these, j are proposals to 
perform the task, specified as propose acts (see [21 ]). 

The Participant's proposal includes the preconditions that the Participant is setting 
out for the task, which may be the price, time when the task will be done, etc. 
Alternatively, the i=n-j Participants may refuse to propose. Once the deadline passes, 
the Initiator evaluates the received j proposals and selects agents to perform the task; 
one, several or no agents may be chosen. The I agents of the selected proposal(s) will 
be sent an accept-proposal act and the remaining k agents will receive a reject-proposal 
act (see [21)). The proposals are binding on the Participant, so that once the Initiator 
accepts the proposal, the Participant acquires a commitment to perform the task. Once 
the Participant has completed the task, it sends a completion message to the Initiator in 
the form of an inform-done or a more explanatory version in the form of an inform
result. However, if the Participant fails to complete the task, a failure message is sent. 
(More details about "contract net protocol" can be seen in [21 ]). 
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4 System Description 

AGV system and FMS environments are very dynamic and thus need dynamic control 
for distributed jobs. In this work a multi agent system (MAS) for controlling material 
transfer and machine job operation was developed. Characteristics of this system are: 

• The shop floor is represented by a square shaped area. It possess machines of some 
types and the AGVs move between the machines, as well as can be seen in Figure 3-
a. Each one of these types of machines is responsible for a process of the product. 
• An agent (Agent 'order') for managements the production orders. It is responsible 
in initiating the production and registering the end of the production. For initiating 
the production, it sends a message for storage that representing for machine of type 
'H'. The sequence of production is the content of this message. Agent order stores its 
data in a table that this illustrating for Figure 3-b this table is divided in three sub
tables: pendent work, work in progress and finished work. 
• Each one of the machines is represented by an agent. Whenever that a machine 
finishes your process, it negotiates the part's transference with the responsible 
machines for the following stages. The factors to consider in the negotiation are 
speed of production (time) and state of machine tool. Each machine possesses 
different time values of operation. The machine tool is depreciated in its use. After, 
to found the machine that is the winner of the negotiation, it started negotiation with 
the AGVs active in the system. The agent 'machine' also possess a table with its task, 
this table is shows in Figure 3-d. The Equation 1 represents the cost for one operation 
it is considering the consuming of the tool. To calculate the negotiation task cost it 
uses Equation 2. 

retCost=( 40000*Tprod - Tmaq *Tprod)/20000 

Tprod: Time expense to process the product in machine. 
Tmaq: Remaining time before the exchange of the tool. 

Cost=retCost(Tprod)+ RetCostT ot() 

RetCostTot: Time to execute pending task. 

(I) 

(2) 

• AG Vs also are represented by an agent. It is responsible for calculating the cost 
(Equation 3) that it will have for part transfer. This cost depends of distance and time 
of load and discharge. After it receiver CFP, sends its proposal for part transfer 
between machines. The transfer task of each AGV and information of charge battery 
are stored in its table, this table is shows in Figure 3-c. 

AGVCost=(( L1.x+ Lly )/Vel)+RetCostTot() 

L1.x: displacement in x. 
Lly: displacement in y. 
Vet: velocity of agv. 
RetCostTot(): Remaining time before the execute actual transfer. 

(3) 
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Fig. 3. Interfaces of developed system . 

Figure 4 depicts sequence of information to production of a workpiece. For better 
understanding it described below a small brief of that sequence: 
I. User inserts one order of production in table of agent order; 
2. Agent order sends massage with data of product for agent store ('maq H'); 
3. Agent store get material for place in AGV. 
4. Agent store negotiate with any machine for next process of production. It search 

for next machine in accordance with the sequence of production; 
5. After found the next machine, it negotiate with available AGV to execute the 

transfer. 
6. AGV transfer the workpiece. 
7. Machine executes its operation and repeat step 4 up to 6. 
8. If machine executed last operation them the workpiece returns for store. 
9. Agent Store informs Agent order and finished production. 

The agent machine is basically composted of 4 cyclic behaviors and their task table. It 
has one behavior for seller service of production other for buy service of production, 
one behavior for task production executing and finally one behavior from buy service 
of transport. The agent AGV is composted of only 2 cyclic behaviors, one for seller 
service of transport and other for movement. 
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5 Experiments and Results 

connnue 
sP(jllf'tl(P i 

For easy results demonstration, this simulation has been done with only two 
workpieces of four different products. In this test four machines were used: 2 for 
operation type 'A' ("mag I" and "mag I I") and 2 for operating of type 'B' ( named 
"maq2" and "maq22"). Two AGVs (named "agvl" and "agv2") has been used. T hese 
products are produced in the following machine sequence: 

- Pl and P2- only operation type 'A'; - PS and P6 - operation 'A' and 'B' respectively; 
- P4 and P3 - only operation type 'B'; - P7 and PS - operation 'B' and 'A' respectively. 

The Sniffer Agent, as the name itself points out, allows tracking messages 
exchanged in a JADE agent platform. When the user decides to sniff an agent, or a 
group of agents, every message directed to or coming from that agent or group of, is 
tracked and displayed in the sniffer window. Figure 4 is the graphics interface of this 
agent. It shows messages of negotiation between agents. ~----

·~ 
. ';!' '~: ::1. ",. 
·~ 

Fig. 4. Sniffer Agent by JADE. 
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The results of scheduling and dispatching in this test arc showed in Table 1. It 
presents product sequence in FMS with respective machine allocation and AGV used 
to transfer of the part. 

Table 1. Se uence of roduction. Table 2. Statistic of production result. 
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6maql 3 50 maqll 3 50 
6rnaq2 3 50 ma,r22 3 50 

20 agv1 14 70 agv2 6 30 

For better understanding, we will take product P2 as an example. P2 production is 
started for agent "order". It sends product information to agent "maqO". Agent "maqO" 
is the store or magazine, it can be representing an Automated Storage and Retrieval 
Systems (AS/RS). The next step, the agent "maqO" negotiate next machine to realize 
next operation task and negotiate transport for winner machine, this was represent for 
step 3 and 4. In this example the winner machine was "maq 11" and workpiece was 
transported for winner AGV that was "agvl". The "maql I" e "maq l " are responsible 
to operation of type "A". In sequence the P2 return store being transported for the 
"agv2". Finally, the agent "maqO" (store) informs the agent "order" the end of 
production. 

Table 2 presents the utilization statistic of which machine and AGY in this test. Also 
it can be seen the number of times that operation "A" and "B" were executed and 
number of transfer that have been done (agvl transported for 14 times, agv2 
transported for 6 times). 

The developed system allows the generating of a report of production which is 
showed in Figure 6. This report presents product code, product sequence, date/hours of 
production starts and date/hours of production finished. 

I, teste11·1Z-06.TXT • B"'co demtos ~~!I} 

Product i on R,.:,por t: 
codP (opl Op2op3oJ)4op 5) 
Pl ~0 (A H H H r'~ 
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11/12/2006 23:<"i:i:17 <> 12/12/1006 'JOO.:' 37 
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11/12/2006 23 : SS : cL? < ... 2/12/200( 00 03 1.7 
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l ~/ .. ., 1,006 Q•.) :015 :48 <..,_ :.2/1 2/200ti 00 LU 3/ 
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Fig. 6. Production Report 

75 



6 Discussion and Conclusions 

This paper described our approach for a multi agent architecture supported by 
cooperation contracts for shop floor control. The Agents use the contract net protocol 
for negotiating the next task to execute, as well as the associated transportation task. 
The contract net protocol was sufficient for transportation negotiation and next task 
execution negotiation processes. 

The main behaviors associated to control were based in existing CiclicBehaviors and 
SimplcBehaviors that are available in JADE. JADE al lowed an easy and fast 
implementation of this system simulation control. Very good results for the dynamic 
control problem were found through the use of "agents selling books and agents 
buying books" principle. 

Cost equations for tasks implemented in this system, allowed that scheduling of 
machine tasks were balanced. The approach results in a distributed and balanced use of 
machines in the shop floor. Through contract net protocol for negotiating, we can 
conclude that the developed system presented a flexible comportment enough and 
perform a dynamic control. It allowed balanced scheduling of tasks, for the machines 
on the shop floor, enabling AG Vs very flexible and efficient transportation. 

Also, we can observe that this approach can be used not only for simulation but also 
for real control in real-time. JADE allows simulation of a great number of machines 
for distributed agents for real control. Few modifications will be necessary for 
implementing a real shop floor distributed control. 
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Abstract. This paper proposes a model for coordinating teams of com
putational agents. This model is especially aimed for coordinating agents 
performing in a simulated environment of forest firefighting, although it 
may be used in other domains. We will start by introducing the Pyrosim 
platform where we are carrying out our experiments. Pyrosim is a tool de
veloped in our laboratory that simulates a forest fire environment where 
software agents act under the role of firefighters that have to cooperate 
in order to control the fire. The paper proceeds by presenting a model for 
team coordination. With this model it is possible to define firefighting 
tactics that originate different team approaches to the fire. These tactics 
are conducted by a single agent ( the Leader) that communicates high 
level tasks to the other agents. Agents have local autonomy and arc able 
of cooperating locally for carrying out their tasks without using commu
nication. Finally, some results of our experiments are presented where 
two different tactics are tested in two different scenarios. These results 
show that these tactics achieve an outcome that is coherent with fire
fighting theory, which adds crcdebility to the proposed model. vile will 
use these results to address the problem of automatic tactic selection 
where we are currently working on. 

Key words: Multi-Agent Systems, Team Coordination, Simulation, For
est Firefighting 

1 Introduction 

Forest fires are an everyday problem of society. Considering South European 
countries only (Portugal, Spain, France, Italy and Greece), in the year of 2005, 
forest fires burned more than 556 thousand hectares of forest [l]. This problem 
particularly affects Portugal where more than 325 thousand hectares of forest 
burned for the same year, which is more than an half of the total burned area 
in the South European countries. 

Despite the seriousness and challenges of this problem, there is not much 
work in this domain in the area of Artificial Intelligence. In fact, we only found 
one work that uses a Multi-Agent System (MAS) to tackle the problem of coor
dinating a firefighting team to attack a forest fire. This work in being developed 
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by Wiering et al. [2,3] and is concerned with coordinating heavy machinery 
(bulldozers) to build a line around the fire to prevent it from spreading. The au
thors use machine learning to elaborate plans according to the scenario situation, 
which arc distributed to agents (bulldozers) at the beginning of the simulation. 
However, in Portugal and other countries, using heavy machinery is most of 
the times impossible because of the terrain geography that is highly irregular. 
Additionally, heavy machinery may not be always available, or may not be the 
best solution ( e.g. in small fires). Therefore, we choose to coordinate a team of 
firefighters that use water jets to try putting out the fire, although we intend to 
include other kinds of firefighting agents in the simulation platform. 

This paper presents a model for coordinating a Team of computational Agents 
that performs in a Forest Firefighting simulator. Agents play the role of firefight
ers that have to combat fire in an organized way in order to control it. With 
the proposed model it is possible to define Firefighting Tactics similar (although 
simplified) to the ones that are used by real firefighting teams. Additionally, it 
is possible to experiment new tactics (or variations of commonly used tactics) 
for trying to understand their outcome in different scenarios. For accomplish
ing this, the model provides a flexible structure that enables to define different 
approaches of the team to the fire. 

The remainder of this paper is structured in the following way: section 2 
presents the forest firefighting simulator that we are using for our experiments. 
Then, section 3 describes the proposed coordination model for controlling the 
overall team behavior. The paper continues to section -1 that presents some 
results of our experiments and point out future work directions for automatic 
tactic selection. Finally, we present our conclusions about this work. 

2 The Pyrosim Platform 

Before presenting the coordination model, we will introduce the Pyrosim Agent 
platform [4] that we have been using in our experiments. The Pyrosim plat
form simulates a forest-fire environment where a team of Agents (firefighters) 
cooperates to control and extinguish the fire, while simultaneously trying to 
minimize the overall damage and losses. In Pyrosim, Agents have to deal with 
very dynamic fire fronts, terrain constraints and their own physical and logis
t ic limitations. Each Agent needs to ensure its physical safeness while trying to 
fight the fire and, at the same time, help colleagues to remain safe. Agents are 
equipped with a water jet with limited power that allows them to put out the 
fire, but they are not normally able to do it individually so there is an obvious 
need for cooperation. Agents may communicate with each other in order to or
ganize team efforts (broadcast and 1-to-1 messages). Agent's Perception System 
provides information about his own state (physical energy, speed, acceleration, 
position in the terrain, status of the personal water jct) as well as several matrix 
structures named Visual Maps that describe close range and medium range sur
roundings. Visual Maps contain information with different levels of detail and 
noise ( depending on the distance) about terrain, vegetation, level of destruction, 
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and fire cells. Visual :Maps may have cells where no information is available be
cause of the occlusion effect (for instance, when an agent is climbing a hill it 
cannot sec to the other side of the hill). Agents also receive information about 
visible parameters of other Agents (location, approximate energy level and ac
tion). Figure 1 shows a visualization of a simulation in the Pyrosim simulator. 
Pyrosim creates a complex environment that may be used as testbed for team 
coordination models, and for simulating firefighting tactics as well. Additional 
information about the Pyrosim platform may be found at [1]. 

- . 

.J 

Fig. 1. A visualization of a simulation in the Pyrosim platform 

3 Overall Team Coordination 

In our approach, team coordination is centralized, although loosely coupled, 
which means that the overall team behavior is controlled by one agent, the 
Leader, but every agent has local autonomy. The Leader responsibilities include 
being aware of the global situation, reasoning about it , and assigning specific 
tasks to agents in order to carry out a given plan. There are several reasons that 
impelled us to use centralized coordination: 

Real firefighting teams use a centralized chain of command [5]; 
- One agent, the Leader. may have access to the global situation and make 

decisions based on global knowledge. In a decentralized solution, the informa
tion would be dispersed, and no agent would have a complete understanding 
of the situation. The alternative would be for every agent to be aware of the 
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other agents' knowledge, but that would increase drastically communications 
between agents. 
Centralizing tactical/ strategic decisions let other agents to focus on their 
tasks execution. 
Using centralized coordination is not synonym of the Leader being a master 
ruling a set of slaves. Agents may have local autonomy and are not obliged 
to carry out tasks that go against their own goals. 

Of course that centralizing decision has its drawbacks. First, there is the 
danger of creating a bottleneck on the Leader agent. To avoid this, teams should 
not have too many agents, and communication should be used only when needed. 
Additionally, when coordinating larger teams, one should use a hierarchy of 
command to ensure that a Leader only controls directly a small set of agents. 
Another problem with centralized coordination is that if communication fails 
or if the Leader fails, the team coordination is lost. To prevent the team from 
losing its Leader we configured the Leader agent's "personality" in order to 
obtain a more cautious behavior. As result the Leader keeps a higher distance 
from the flames and takes less chances during the firefight. Currently, there is 
no mechanism in our implementation for replacing the Leader in case of Leader 
failure. However, this is not a big issue because our goal is to simulate firefighting 
tactics and not to create a system for using during real firefighting. 

In the next subsections we will make a formal description of the proposed 
model and then we will instantiate it to the forest firefighting domain. 

3.1 Coordination Model 

For developing the coordination model, we used the same principle that was 
used in the robotic soccer teams by Stone and Veloso l6,7j, and by Reis and Lau 
[8,9,10]. Both approaches defined the team spatial distribution using roles, which 
were then assigned to agents. Roles enable to define generic team formations that 
may be used with any team of agents. Despite we are using the same principle of 
these teams, we had to build a model that would be able to handle some issues 
that are not present in the robotic soccer domain, such as the actuation area size 
is not delimited (on the other hand, the soccer field has fixed dimensions), the 
number of agents that constitutes a team is not fixed (on the other hand, soccer 
teams have fixed size), and the opponent may have very different configurations 
(fire size, shape and properties may vary a lot). 

We will now present a formal description of the proposed model. Every agent 
has a Role (3). There is a predefined number of Roles (2) which define different 
agent behaviors. The number of Roles is not related with the number of agents. 
Teams may be homogeneous (all agents have the same Role), or heterogeneous 
( agents playing different Roles). 

Agents = { Agent 1, Agent2, Agent3, ... , Agentnagents} 

Roles= {Role1, Role2, Role3, ... , Rolenroles} 

(1) 

(2) 
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AgentRolei E Roles 'vi = l..nagents (3) 

There are several ways of organizing agents to attack fire. Fire may be attacked 
directly in the tail, head or flanks, or it may be attacked indirectly by construct
ing lines outside the fire that limit its progression. To implement these attacks we 
have defined a set of Attack Plans (4) that specify how agents should approach 
fire. 

AttackPlans = {AttackPlan1, ... ,AttackPlansnattacks} (4) 

In the proposed model, an Attack Plan defines a sequence of Tasks for a given 
Role (7). In this way, agents that share the same role will have the same tasks 
to carry out. In general, an Attack Plan may be carried out by one Role only, 
although there are Attack Plans that may be executed by a given set of Roles 
(6). 

Tasks= {Task1, Task2, Task3, ... , Taskntasks} (5) 

AdmissibleRolesi ~ Roles 'vi= l..nattacks (6) 

AttackPlan; = {Rolej, AttackTask1, ... , AttackTasknattacktasks} 

Vi = l..nattacks Rolei E AdmissibleRolesi AttackTaskk E Tasks (7) 

A firefighting crew may perform different attacks simultaneously. To define the 
attacks distribution among the team, the concept of Tactic was created (8). A 
Tactic defines for each Role how many agents will play that Role, and which 
Attack Plan will be performed by those agents (9). 

Tactics= {Tactic1, Tactic2, Tactic3, ... , TactiCntactics} (8) 

Tactie;,j = {TacticAttackj, AgentAssignmentj} Vi = l..ntactics 

'vj = l..nroles TacticAttackj E AttackPlans 
nroles 

AgentAssignmetj E [0 .. 1] L AgentAssignmentj = l (9) 
j=l 

From ( 9), we gather that agent assignment to Roles is defined using relative 
quantities ( e.g. allocate half of the team to a given Role). However, in our imple
mentation, it is also possible to define agent distribution using absolute quantities 
( e.g. allocate 2 agents to a given Role). Additionally, agent distribution may be 
defined dynamically at run-time, which enables to produce more complex role 
assignments. 

It is also possible to define Tactics that change the team approach over time. 
We call these tactics Dynamic Tactics (10), and they are composed by a set of 
Tactics with Activation Conditions (11). Activation Conditions define when to 
switch to a given tactic. 
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DynamicTactics = { DynamicTactic1, ... , DynamicTacticndynamictactics} 
(10) 

DynamicTactie; = { ActivationCondition 1 , SubTactic1, ... , 

ActivationC onditionnsubtactics, SubTactiCnsubtactics} 

Vi= 1..ndynamictactics SubTacticj E Tactics (11) 

All tactics are pre-defined at the Leader agent level, and therefore, only the 
Leader has knowledge about tactical information. The other agents only know 
their Role and the tasks that they must execute, which are assigned by the 
Leader using tactical information. 

3.2 Defining Attack Plans for Firefighting 

For instantiating the proposed model to forest firefighting, we start by defining 
Attack Plans. We have divided Attack Plans in two major classes: (i) Direct At
tacks, and (ii) Indirect Attacks. This division is based on firefighting theory that 
differentiates Direct from Indirect Attacks [5]. Direct Attacks involve fighting 
the fire directly in the flames using water or manual tools, like shovels, to swat 
the flames. Therefore, this kind of Attack Plans specify tasks for approaching 
the fire and then attack it directly. On the other hand, Indirect Attacks are used 
to fight fire at distance, especially when the fire is too intense for firefighters 
to approach it. The most common technique is to build a fireline. Firelines are 
built by digging the ground to remove all the vegetation in front of the fire to 
starve it out of fuel. In the current version of the fire simulator it is not possible 
to built firelines. However, we implemented another kind of indirect attack that 
consists in creating a wet-line. Instead of dogging the ground, firefighters wet the 
ground with large quantities of water. The effect is similar to building a fireline, 
although this is just a temporary solution until the simulator supports dogging 
operations. 

Figure 2 illustrates a class diagram of the Attack Plans that we implemented, 
where the classes with no coloring represent Attack Plans that may be instan
tiated, and the classes colored in grey represent abstract classes that are used 
for structuring proposes only. In general terms, Direct Attacks define how to 
attack a given part of the fire (e.g. the head, the tail or the flanks) and the 
WetLineAttack defines how to create a Wet-Line in a given area. 

Regardless of the kind of attack, Attack Plans always have two stages: the 
positioning and the attack management. The positioning stage is concerned with 
placing the agents in positions that enable them to start the attack in good con
ditions. Once agents are in position, the attack management stage is activated. 
This stage is concerned with allocating tasks to agents that are performing the 
attack. In the beginning, agents receive tasks to attack a given area. Every time 
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HeadAttack 

DirectAttack 

Attack 
FlankAttack 

NearestFlankAttack 

WetlineAttack 

Fig. 2. Implemented Attack Plans 

agents complete their tasks, they receive new tasks to attack a new target area. 
Every Attack Plan has to define its preferences for positioning and managing the 
attack. For instance, in a Head Attack it is defined that agents should start by 
approaching the Head of the fire in the opposite direction to the fire propagation 
direction. Then, when they arrive to the target area, they should start attacking 
the foremost burning cell. Finally, when they extinguish the current cell, they 
should attack the foremost adjacent cell that is burning. 

During attacks, agents that share the same Role are able to cooperate efforts 
in order to achieve better results. This cooperation is decentralized and docs not 
use message-based communication. For the sake of brevity we will not address 
this issue here (please consult [llj for more information). 

3.3 Defining Firefighting Tactics 

As we have seen above, tactics define the Role of every agent and the Attack 
Plan that the agent will carry out. Using the Attack Plans presented in the 
previous subsection we are able to build a considerable set of tactics. In table 1 
we present some examples of Static Tactics. These tactics may be very simple 
like tactic STl that assigns the same Role and Attack Plan to every agent. 
:vloreover, we may have tactics with the team divided for performing different 
kind of attacks simultaneously. If we need more flexibility we may define Dynamic 
Tactics that have the ability to change the team configuration according to 
the current situation. For instance, tactic DT2 (table 2) defines that when the 
team arrives to the fire it should build a Wet-Line around fire, and when the 
fire is controlled all firefighters should concentrate efforts to attack the tail. 
Additionally, it is possible to specify Dynamic Tactics that select the best a 
approach automatically according to the scenario evaluation. 

4 Experimental Results and Tactic Selection 

Currently, the developed system works as a platform to test tactics in different 
scenarios. However, our next step is to enhance the platform in order to auto
matically determine the tactics that work best in different scenarios. We have 
already made some experiments that show that there are tactics that achieve 
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Table 1. Examples of static tactics 

Tactic Role Attack 

All in the Tail tail attacker Nearest Flank 
(STI) 
Split by Flanks left flank attacker Flank 
(ST4) right flank attacker Flank 
Surrounding Wet-Line left_ wet_ line_ builder Wet-Line 
(ST6) right_ wet_line_builder Wet-Line 

tail wet line builder Wet-Line 
head wet line builder ·wet-Line 

Surrounding Wet-Line left_ wet_ line_ builder Wet-Line 
with Tail Attack right_ wet_line_builder Wet-Line 
(ST7) tail wet line builder Wet-Line 

head wet line builder Wet-Line 
tail attacker Nearest Flank 

Distribution 

All 

1/ 2 
Rest 
1/ 4 
1/ 4 
1/ 4 
Rest 
1/ 5 
1/ 5 
1/ 5 
1/ 5 
Rest 

Table 2. Example of a dynamic tactic: Wet-Line and then Attack Tail 

Activation Condition 

When simulation starts 
When fire stabilizes 

-, Sub Tactic 

-, Surrounding Wet-Line 
-, All in the Tail 

positive results in situations where others fail, although the same tactics achieve 
negative results in situations where others succeed [ll]. We are able to observe 
this in the following example where we present the results of experimenting two 
different tactics (STl and ST6) in two different scenarios (A and B). Tactic STl 
tries to attack the fire by positioning all agents behind the tail of the fire and 
giving them orders to attack the fire directly with water. Tactic ST6 places fire
fighters around the fire perimeter and give them orders to wet the ground in 
order to create a Wet-Line. We have selected these tactics in order to represent 
(i) tactics mainly based in direct attacks (STl) , and (ii) tactics mainly based in 
indirect attacks (ST6), which we know from firefighting theory that should be ap
plied to fires with different dimensions (among other factors such as the number 
of firefighters available, terrain properties and weather conditions). We experi
mented both tactics in two scenarios with the same characteristics (in terms of 
terrain geometry, vegetation and weather), but in scenario A agents received the 
warning sign sooner than in scenario B, and therefore when firefighters arrived 
to the fire in scenario B they would face a fire in a more advanced state than 
in scenario A. We observed that both tactics succeeded in scenario A (figure 3) 
and that tactic STl achieved better results. This happened because in tactic 
STl firefighters start by attacking fire directly and therefore they are able to 
prevent it from spreading at an earlier stage. However, in scenario B this same 
tactic (STl) failed to control fire from spreading (figure 4). STl tactic was a 
good choice for scenario A but that is not the case for scenario B. In scenario 
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B firefighters arrive to the fire at a later stage where using a direct attack is 
not enough to control fire. On the other hand, tactic ST6 was able to achieve a 
more stable performance by sacrificing the same area in both scenarios. In this 
tactic firefighters build a wet-line around the fire area that prevents fire from 
spreading, instead of fighting the fire directly. Therefore, the total burned area in 
both scenarios was nearly the same, but in scenario A the damage was excessive. 
More information about this and other experiments may be found in [11]. An 
important output from these experiments is that results are coherent with forest 
firefighting theory in terms of the applicability of direct and indirect attacks. 
Another important observation is that more agents result in less damages. This 
may be observed in both scenarios for tactic STl. 
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Fire not attacked Fire not atlac:kad 

ST1 wlh4agctnll •··· 140 ST6 with 6 agents -
ST1 w~h 6 agents 
ST1 Wllh 8 agents - 120 

I 15 I 100 

I / ! 80 < ' 't / 't 60 

~ ~:;_ 
- ·-·· ~ ...... 

"' 40 
05 

20 

0 0 
0 60 120 180 0 60 120 180 240 300 360 420 <SO 

T1me(s) Time (s1 

F ig. 3. Scenario A: Burned area using the STl tactic (All in the Tail) and burned area 
using ST6 tactic (Surrounding Wet-Line) 
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Fig. 4. Scenario B: Burned area using STl tactic (All in the Tail) and burned area 
using ST6 tactic (Surrounding Wet-Linc) 

The experiment described above is just an example of the influence of the 
scenario configuration in tactic selection. Much others factors like the terrain 
geometry, the type of vegetation in the terrain, and the weather may influence 
tactical decisions. Therefore, one of our main lines for future work is to use 
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machine learning for figuring out which tactics are best according to the scenario 
properties. 

5 Conclusions 

This paper presents a model for coordinating a team of agents. We have in
stantiated this model to the forest firefighting domain where we were able to 
implement some tactics similar to the ones that real firefighting teams use. The 
proposed model enables to define much other tactics in a rather flexible way. 
In our implementation, the overall team coordination is controlled by a single 
agent, the Leader, who is responsible for controling tactics execution. However, 
agents have local autonomy and are able to cooperate locally without the Leader 
intervention. 

We also presented some results of our experiments that demonstrate that, 
like in reality, different fire scenarios require different firefighting tactics in order 
to minimize fire damage. Additionally, the tactics that performed best in the 
tested scenarios are the ones that we were expecting according to firefighting 
theory. Furthermore, teams with more agents achieved better results than smaller 
teams, meaning that the coordination mechanism is taking advantage of the extra 
agents. However, we are aware that we are still far from providing meaningful 
information for real firefighting teams. For achieving this, the simulator should 
be properly validated and more experiments should be done. 

The paper also points out an interesting line of research regarding possible 
uses of machine learning for automatic tactic selection based on the results of 
tactic experimentation in different scenarios. 
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Abstract. Web search engines are powerful tools used to satisfy specific infor
mation needs on the web. Their purpose is to maximize user satisfaction when 
performing this task. Current search engines compute document relevance for a 
specific need from document's content; however web documents have other 
features that might be explored. We believe that it is possible to improve user 
satisfaction if we explore HTML tags and document metadata. In this paper we 
present Xearch, a meta-search system that wraps public search engines in a 
framework that improves both the expressiveness of the language available for 
the user to specify information needs and the control over the answer format. 
Xearch converts HTML pages to an XML document, following a specific XML 
Schema, loads these into a native XML database and finally submits user que
ries to this database. These queries can be specified through keywords but also 
explore documents' HTML tags and metadata. Results from our experimental 
evaluation confirm that it is possible to improve the answer quality with this 
framework although some additional care is needed to avoid deficient specifica
tions which can arise more frequently since the specification language is more 
expressive. 

1 Introduction 

The web is being used to satisfy specific user information needs since its inception 
and this utilization of the web is growing fast [ 13]. Web search engines are powerful 
tools widely used to help performing this task - search engines receive around 190 
million requests a month (24]. 

Public search engines usually produce answers based on document's content and 
rank the result set based on document popularity inferred from web structure [2, 11 ]. A 
few exceptions explore other sources of evidence besides content text (3, 4, 6, 9, 12, 
14, 16,] while other apply innovative search paradigms [ 15]. 

The main purpose of web search engines is to maximize user satisfaction which 
leads to a few specific problems. These are mainly related to the inherent ambiguity in 
the specification of information needs through a set of keywords - the standard way 
of specifying information needs on current web search engines - and to the subjectiv
ity in user relevance judgments - two independent users may associate antagonic 
relevance to the same document, regarding a specific information need, and even the 
same user's relevance concept may vary along time. 

93 



Web documents are, in their majority, HTML files (22]. HTML is a language that 
might be explored, and usually is, to enhance the key ideas that the author wishes to 
transmit on a document, for instance using headings or text formatted in bold. How
ever HTML tags are not made available by public search engines and consequently 
the user looses the opportunity to explore them when specifying information needs. 

We believe that it is possible to improve user satisfaction if we explore other 
HTML document's features besides text content. 

In this paper we present Xearch which is a meta-search engine that wraps public 
search engines in a framework intended to improve the user experience when search
ing information on the web. Xearch allows users to specify their information needs 
based not only on keywords but also on structural properties and metadata derived 
from HTML tags. 

The purpose of Xearch is to make HTML tags of web pages available to end-users 
in such a way that they can explore them to improve the final answer. We expect 
Xearch to be used as an improving mechanism on top of any kind of public web 
search engine. 

Xearch is implemented over eXists [25], a native XML database, accessed through 
XQuery (27]. The system submits a keyword-based query to a public search engine 
and downloads the HTML answers produced. These HTML documents are then con
verted to the Xearch XML Schema and loaded into the XML database; then a XQuery 
query is submitted to produce the final answer. 

Although this approach is simple we expect it to produce better answers to user 
needs since it allows for a more expressive way of representing information needs and 
also increases the user control over the format of the answer, especially over the order 
by which documents are presented to the user. 

The main advantages we expect from our approach - improving the expressiveness 
of the specification language and the user control over the result - are a consequence 
of both the Xearch document model and XML technologies. XQuery allied to eXist 
free text functions might increase user flexibi lity in querying document collections. 

The remainder of this paper is organized as follows: in section 2 we review related 
work, section 3 describes the Xearch system, referring to its architecture, the underly
ing web page model, its advantages and disadvantages over public search engines; 
section 4 presents the experimental evaluation we have performed and discusses the 
results; section 5 presents our conclusions and describes directions for future work. 

2 Related Work 

Although the majority of web search engines compute relevance based on content and 
web link structure, there are also many interesting systems that try to explore other 
characteristics of web and web documents. 

iVia (15] (2003) is a hybrid system that collects and manages resources, starting 
with an expert-created collection that is augmented by a large collection automatically 
retrieved from the web. iYia automatically crawls and identifies relevant Internet re
sources through focused crawling [5] and topic distillation approaches. 
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Thesus [9) (2003) allows users to search documents in a previously fetched and 
classified document collection. Document c lassification is based on document content 
and on link semantics. The system includes four components responsible for docu
ment acquisition, information extraction, clustering and querying. 

WebLearn 114) (2003) is a system that retrieves documents related to a topic, 
which is specified through a set of keywords, and then automatically identifies a set of 
salient topics. The identification of these salient topics is a fully automatic process 
that docs not allow for user interference. 

Metiore [3) (2001) is a search engine that ranks documents according to user pref
erences, which are learned from user historical feedback. Queries might be based on 
content and a lso on other document attributes, such as title, author and year. 

Personal View Agent, PV A, [6] (200 I) is another personalization system that 
learns user profiles in order to assist them when searching information in the web. 
PV A organizes documents in a hierarchical structure which is user dependent and dy
namic. This hierarchy is automatically adapted to drift in user's interest. 

Personal Web Watcher [ I 6) ( 1999) is a system that observes users behavior, by 
analyzing page requests and learning a user model, and suggests pages potentially in
teresting to the user. When a user downloads a web page the system analyses out
links and highlights those that seem interesting given the specific user model. 

The ARC system (4) (1998), compiles a list of authoritative web resources on any 
topic specified by a set of keywords. ARC submits a query to Alta Vista constituting a 
root set with the top 200 resu lts. This root set is expanded by adding direct neighbors. 
Finally an iterative process is carried in order to compute authority and hub [II] 
measures for each document in the expanded set. 

Letizia [ I 2] ( 1995) is a user interface agent that assists a user browsi ng the web. 
Somehow similar to Metiore [3], Letizia also suggests potentially inte resting links for 
the user to follow. Interest in a document is learned through several heuristics that ex
plore user actions, user history and current context. 

Our approach is different from the ones we have just described. Xearch docs not 
require relevance feedback from the user nor does it require any effort to capture and 
model specific user needs. We focus our attention at increasing the expressivity of the 
language that is used to specify user information needs and at the level of control over 
the result set that is made available to the user. 

Instead of relying on automatic processes that try to learn user information needs, 
Xearch system gives users the tools to describe information needs more accurately 
and a greater level of control over the answer format and sorting. 

3 The Xearch System. 

Xearch is a meta-search system that wraps a web search engine in a framework that 
provides users with a richer language to specify information needs and also an 
extended set of features to control and format the answer than those provided by the 
base search engine. 
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3.1 System Architecture 

Xearch performs a five step process to satisfy user information needs (Figure I). 

g...._ 
Xearch infonnation spec 

pubUc 
search 
engine 

• kevwords ........ 
2 

answer 

I••~• .3. • • • • 

0 

Fig. 1. Xearch architecture 

Xcarch 

eXist 

This process requires user interaction at two distinct phases: 

5 

on an initial phase ( l ) users specify their information need. This speci fication can 
be based on keywords - allowing the user to specify a query just as if he was using 
a classical search engine - along with other characteristics that Xearch provides 
(such as the number of words, words appearing in headings or any other document 
properties that are captured by the Xearch document model). 
once the system generates the answer the user can refine his query (5) through an 
interface that gives access to the document collection originally provided by the 
base search engine. 

Between these two phases the system submits a query to the base search engine 
(e.g. Google), using the keywords specified by the user, and downloads the answer 
(2). The first I 00 (this parameter is controllable by the user, defaults to I 00) HTML 
results from this answer are downloaded (3), converted into XML documents accord
ing to the Xearch document model (see section 3.2) and loaded into an XML native 
database (4). Once the XML database is loaded a XQuery query is submitted accord
ing to the user specifications and the final answer is produced (5). 
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The user may then refine his query, if the answer is not satisfactory, having access 
to characteristics that arc usually inaccessible through public web search engines. 

3.2 Xearch Document Model 

Xearch converts each HTML page, returned by the base search engine, into an XML 
document model that conveys, besides content, a set of features that might be ex
plored to express information needs and control the answer format. This way the user 
has access to a specification language that is more expressive than the common set of 
keywords usually accessible through web search engines. 

This document model includes the following features: document text content, 
number of words, number of images, number of tables, text in headings (and the cor
responding heading level and order of appearance in the document), page title, text 
formatted in bold, text formatted in italic, the name of the file at the local server, the 
file URL, the URL domain and the date it was retrieved. 

The XML Schema that implements this model has a root element, named 
htmldoc, which contains the elements cont ent, hea dings, italic, bold, 
tit le, figu res, tables and h t ml. The con tent element has an attribute 
named l e ngt h containing the number of words in the document. The headings 
element is a sequence of hea ding clements. Each h eading clement has the head
ing text and the attributes level and ord that report the heading level and its order 
of appearance in the document. The clements ital ic, bold and title contain, 
respectively, the words that arc formatted in italic, in bold and those that appear in the 
document title. The elements fi g u r e s and tables are integers that contain the 
number of images and the number of tables present in the document. The clement 
h tml has mixed content: it contains the name of the downloaded file, as stored at the 
local disk and the simple elements u r 1, d omai n and d ate which store the file 
URL, its domain and the date when it was downloaded. 

3.3 Advantages and Disadvantages 

Xcarch document model displays advantages over public search engines but also 
some drawbacks. 

One main advantage is the increased cxprcssivity of the specification language. 
Since the document model includes structural features, besides text, the user has ac
cess to a richer set of primitives to express information needs. 

Another advantage is the control the user has over the format of the answer. This 
extended control allows for the definition of relevance measures and to sort results 
based on them. If the user docs not want to explore these functionalities the system 
preserves the ranking of the base search engine result. 

The main drawback arising from this document model resides in the document's 
content representation. Document content is represented by the set of words it con
tains; this is an implementation of a Boolean model 11] that associates the same 
weight to all terms being present at the document. This disadvantage can be overcome 
at the cost of some processing. The implementation of a TFxIDF model [I], for in-
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stance, requires computing, for each query, a matrix with the frequencies of each term 
in each document and to compute, from this matrix, the simi larity among documents 
and a given query, which greatly increases the time required to process a query. 

Another disadvantage of Xearch is that it only processes HTML files. Other docu
ment formats cannot be processed since Xearch model is based on HTML tags. 

The time required to produce an answer is not comparable to base search engines 
since Xearch requires a significant overhead. Xearch submits the queries to the base 
search engine, extracts the first results, downloads them, generates a Xcarch instance 
for each of them, loads them into the cXist database and only then submits the user 
query. Nevertheless, once the eXist database is loaded, users may refine their queries 
at their will without this overhead. 

4 Evaluation 

The Xcarch evaluation was focused on two main aspects: we want to evaluate the 
added value of a more expressive specification language giving more user control 
over the answer and we also want to compare the performance of Xcarch against pub
lic search engines. Two distinct experimental settings cover both these aspects. 

4.1 Experimental Setting 

To evaluate the improvement on user satisfaction generated by our approach we have 
deliberately selected an information need that might benefit from HTML tags explora
tion. "l want images of the terrorist attacks on September 11, 2001" might be such an 
information need since it is related to document properties not directly addressable 
through a set of keywords. 

We submitted 12 queries, generally related to the subject "terrorism", to Google. 
The first I 00 results from Google answers lo each of these queries were then proc
essed by Xearch and loaded into a native XML database. At the end, our collection 
was composed of 1145 documents on the subject "terrorism". This collection has been 
queried to evaluate the gain on user satisfaction - we wi ll refer to this experi mental 
setting as specification language evaluation. 

To compare Xcarch with current public web search engines - we will refer to this 
experimental setti ng as performance evaluation - we started by selecting three public 
search engines that arc representative of distinct classes, both as to their web coverage 
of the web and as to the methods they apply to crawl the web. Our choices were: 

Google [21), which allegedly has the broader coverage of the web, indexing about 
8x I 09 web pages. Tl is also reported as the most used search engine, processing 
over 91 xlO queries a day [24). Queries are specified by a set of keywords and ad
ditional features are available through advanced search. Results are sorted accord
ing to relevance, which is computed by the search engine without any user control. 
Tumba [19, 26), is a search engine for the Portuguese web. It presents specific 
characteristics due to its controlled web coverage. Queries are specified by key-
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words and sorted according to relevance computed by the search engine Advanced 
search is more limited than in the other systems we have evaluated. 
Metacrawler (23] is a meta-search system. It does not crawl the web but, instead, 
relies on other search engine's databases to produce its answers. Queries are de
scribed by keywords and the advanced search in equivalent to Google. Relevance 
ranking is computed by the system; relevance criteria are unknown to the user. 
Finally we evaluate Xearch which allows a more expressive specification language 
and a greater user control over the answer. Information needs might be expressed 
through keywords, document structure embedded in HTML tags and metadata. The 
answer might be formatted and sorted according to user speci fie preferences. 

The evaluation of these search engines was based on a test collection obtained 
from eight distinct information needs that we will refer to by inA through inH. We 
have defined a set of representative keywords for each information need. These key
words were used to submit queries to each search engine under evaluation. All the 
queries try to get the most out of each search engine's capabilities but they all use the 
same set of keywords that have been previously specified for each information need. 

We started by submitting the queries to all the search engines under evaluation ex
cept for Xearch. From each answer we have loaded the first 100 results into the 
Xearch database and then submit the queries to Xearch. 

From each answer produced by each search engine we have extracted the first 30 
results, which have then been classified as relevant or not-relevant. A document is 
classified as relevant if its content satisfies the information need. Documents whose 
content does not satisfy the information need but have links that satisfy the user needs 
are labeled non-relevant. The set of documents classified as relevant constitute our 
collection of relevant documents for the respective information need. 

4.2 Specification Language Evaluation 

To evaluate the gain generated by a more expressive specification language and a 
more powerful control over the answer format we have submitted two queries to 
Xearch. One was based on content - documents that contain the terms "foto" or "ima
gem" and the phrase "I I de setembro" - and the other one explores the Xearch docu
ment model and is expressed through the same set of keywords but additionally sorts 
documents by decreasing order of the number of images they contain. The results re
turned to the first query are sorted according to Google's ranking method. 

Both these queries return the same 236 documents. However, sorting the answer 
based on user defined criteria allows users to adjust the answer to their specific needs 
and produces substantially different answers. 

In the answer to the first query, based on content, the first relevant document ap
pears at the 32nd position. The first 31 documents do not contain any image that might 
satisfy the user. This answer seems very poor if we consider that the majority of users 
only view the first 10 to 20 results (10, 20]. 

The answer to the second query is much more interesting. The first relevant docu
ment appears in third place and the majority of documents that appear in the initial 
positions contain images about September 11th 2001, thus being relevant to the user. 
The document in our collection that seems the most relevant to satisfy the user (a pho-
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tographic report containing many good photos of the attacks) is ranked 17t1> al the an
swer to the second query. ll appears in the 140th position at the first query answer. 

The analysis of these results seems conclusive: in certain settings the user may 
greatly benefit from a more expressive specification language and a greater level of 
control over the answer than those that public web search engines provide. 

4.3 Performance Evaluation 

We have obtained the documents for our test collection, as described in section 4.1 , 
fo llowing traditional approaches [7, 181. The number of relevant documents in the 
first 30 resu lts for each query, lRELql, is reported al Table I. 

Table 1. Number of relevant documents returned for each query 

q 
Search engine 

IRELql 
Google Tumba Metacrawler Xearch 

inA 13 5 8 19 30 
inB 5 2 4 7 15 
inC 9 3 9 9 24 
inD 14 4 5 7 26 
inE 9 3 JO 14 28 
inF 16 6 5 16 3 1 
inG 7 0 8 9 20 
inH 10 0 8 5 21 

From these results we compute mean recall and precision for each search engine 
considering these relevant sets and the first 30 results from each query (Table 2). 

These results show that Google and Xearch perform consistently better than the 
other. Xearch present higher dispersion probably due to its higher expressiveness that 
might improve but also degrade, if not properly applied, the system performance. 

Table 2. Recall and precision 

Google Tumba Metacrawler Xearch 
R p R p R p R p 

mean 0,42 0,35 0,11 0,10 0,30 0,24 0,43 0,36 
Cl 0,09 0,12 0,07 0,07 0,09 0,07 0,13 0,17 

inA 0,43 0,43 0,17 0,17 0,27 0,27 0,63 0,63 
inB 0,33 0,17 0,13 0,07 0,27 0,13 0,47 0,23 
inC 0,38 0,30 0,13 0,10 0,38 0,30 0,38 0,30 
inD 0,54 0,47 0,15 0,13 0, 19 0,17 0,27 0,23 
inE 0,32 0,30 0,11 0,10 0,36 0,33 0,50 0,47 
inF 0,52 0,53 0,19 0,20 0,16 0,17 0,52 0,53 
inG 0,35 0,23 0,00 0,00 0,40 0,27 0,45 0,30 
inH 0,48 0,33 0,00 0,00 0,38 0,27 0,24 0,17 
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When the user information need may benefit from the Xearch richer document 
model then this approach improves the answer quality. 

Recall and precision reported in Table 2 arc performance measures computed over 
the entire answer, as if the user had an immediate perception of the full answer. In 
real circumstances the user analyzes search results document by document following 
the order of presentation. The interpolated precision for standard levels of recall [ 171 
is a better performance measure to evaluate systems operating under these circum
stances. Figure 2 presents typical Precision versus Recall graphics [I], computed for 
standard recall values of 0.1, 0.2 through 0.9. 

It is evident from Figure 2 that Google and Xearch outperform both Tumba and 
Metacrawler, which confirms the conclusions previously drawn from the analyses of 
mean precision and recall (Table 2). The distinction between them is not obvious. 

We have applied sign tests l8] to evaluate the statistical significance of the differ
ences found at the precision values. These tests led us to conclude that Google and 
Xearch both have better performance than the rest - trivial conclusion given the 
dominance observed at Figure 2 - and that the difference between Google and 
Xearch, is not significant, so we must accept the null hypothesis that these systems 
are equivalent to each other. However, it must be stressed that Xearch approach sig
nificantly improves the answer quality for certain cases and does not degrade it at the 
other cases. Xearch always performs at least as well as Google, provided the query is 
correctly specified. 

0.60 r-------------------------

.2 0,50 

i 0.40 

j 0 ,30 

f 0 ,20 

--------
·---.-. 

-I i :::t= -. -
L_0,1 0,2 

....... 

' ' '- ..... ..... ---0,3 0,4 0,5 0,6 

Standard recall 

Fig. 2. Precision versus Recall 

5 Conclusions and Future Work 

- •Google 

- • Tumba! 

.. • · Metacraw1er 

Xearch gives the user access to a more expressive specification language and more 
control over the answer format improving the answer quality for certain types of user 
information needs. However, these characteristics may degrade the system perform
ance if not properly used. A more expressive specification language is also more sus
ceptible of misuse. If the user is not sure how to take benefits from the HTML tags or 
the metadata provided by the Xearch model it is better to specify the query based on 
content only. 
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For certain information needs, especially those that are hard to specify merely with 
a set of keywords, Xearch improves the answer quality when compared to a search 
engine based exclusively on content. 

The current version of Xearch is limited to HTML documents and does not explore 
term frequency - we use a Boolean model for the document content - which degrades 
the system performance. 

XML technologies were fundamental to achieve good results. XQuery proved to be 
a powerful query language and, allied to eXist free text functions, gives the user great 
flexibility in querying document collections. 

The fact that Xearch database is composed by a set of results previously produced 
by the other search engines suggests that Xearch results are favorably biased. Xearch 
has the advantage of refining the answers produced by the other search engines so its 
answers will always be, at least, as good as those from provided by the base search 
engine. However this question does not arise since our purpose is to evaluate the 
benefits of exploring HTML tags and metadata to help user satisfying information 
needs on the web. Besides, Xearch is a meta-search engine as is Metacrawlcr, never
theless Xcarch performance is significantly better. 

The results from this work are enthusiastic and we intend to improve the Xearch 
prototype and bring it online. This requires for the development of a web interface 
that isolates the XQuery language from users. 

The Xearch document model might also be improved allowing for an even more 
expressive specification language. This requires for some research on the semantic 
properties usually associated to HTML tags and web conventions. 
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Abstract. Websites have become a powerful and large source of useful 
information, which is possible to collect and structure in a database format. This 
is usually achieved manually or using context-dependent semi-automatic tools, 
like script files. However, large websites usually have a hidden database source. 
Since almost all 'of these websites are based on dynamic pages, it is possible, in 
many cases, to use parameters passed within the address in order to build 
automatically a database as closer as possible from the original one. This 
approach is intended to reduce time spent both in understanding the hidden 
database architecture and in transforming a website into a database. 
Experimental results showed that it is possible to rapidly and automatically 
build a database from a website. 

Keywords: web mining, information retrieval 

1 Introduction 

Websites may contain anything a site owner desires. From simple personal pages with 
little information to large organization institutional sites complexity grows, and the 
need for a strong structure behind the website arises. For this reason, large websites 
usually have a relational database and dynamic pages that generate HTML 
(HyperText Markup Language) code. Most known combinations are mySQL with 
PHP (1, 2, 3], and SQLServer with ASP (4, 5]. 

On such cases, HTML code is generated on the server side, which means that 
clients do not have access to the database itself. If a user wants to retrieve some useful 
information they have to build a database manually or to use context-dependent semi
automatic tools, like script files. Some time is also needed to design the full database 
structure and importing data. 

If the main goal is to retrieve only a small part of data available in the original 
database and there is no need for knowing the underlying structure, hand made 
approaches are probably a good choice. But sometimes database are very large and 
users intend to perform complex operations over the data, like performing data 
analysis or generating a database of potential costumers. 
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In such cases an automatic or semi-automatic tool would ease the process, enabling 
the user to concentrate on most important tasks. If there is a database expert that also 
knows how to parse HTML code, a semi-automatic tool for that specific purpose will 
solve the problem. But if there was a totally automatic tool it would be good for 
experts and non-experts, since experts could improve the generated database. 

The main motivation for this work was to create an automatic tool with the ability 
of performing both tasks: retrieving data from the website, and creating the whole 
database from scratch, including the design of the database structure. The main 
obstacle is that it will be made from the client-side, without any inside knowledge of 
the server-side. 

It is not intended to know how close the generated database is from the original 
one. It is assumed that it could be very different, since data might come from a query 
instead of coming directly from a table. However, what is important is to achieve 
useful data, not to have a similar structure. 

It is assumed that most of the websites using a database are dynamic, meaning that 
the HTML code is generated on the server-side in response to a cl ient-side request 
and after consulting its local database. Of course there arc some exceptions. The most 
well known examples are weblogs, where HTML code is usually generated or 
updated each time a text is posted. In this paper, although an analog approach might 
be appropriate to the exceptions, only the first will be considered. 

One of the most important factors in dynamic websites that wi ll help the 
construction of the automatic tool is that parameters are passed within the address. 
For instance, the following address: 

http://www.thissite.com/psa.php?x=100 

means that the URL http://www. thissi te. com/psa. php is requested 
and variable x is set with the value 1 O O. 

The concrete meaning of this parameter passed along with the address is not 
usually known. For instance, it may force the page to list only the first hundred 
occurrences of a given query. But it may also be a table primary key inside a 
database, giving us some information about the database structure. This is information 
that the referred automatic tool can use to perform its job. 

It is important to notice that not every website is expected to have useful 
information. Some websites might also encode their parameter passing in order to 
hide database structure. There is also some information in the database that is 
probably not important to the user. 

However, the websites that fit in this approach arc in sufficient number to motivate 
carrying out this work. It is assumed that automatic or semi-automatic approaches, 
when efficient, are always preferable to hand work. 

There is not any knowledge of an existing similar tool. Some research is being held 
on the area of web structure mining [6, 7] but, as far as it is known, none has focused 
on this particular issue. 

In the next section it will be described the general method for constructing a database 
from a website. Section 3 will present some experimental results which will be discussed 
in section 4, producing some conclusions and suggestions for future work. 
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2 Constructing the Database from the Website 

As was referred in the previous section, one of the most important factors in dynamic 
websites that will be useful to the construction of the automatic tool is that parameters 
are passed within the address. 

This section is divided in three subsections. In first, it is exposed how parameters 
are related to the database. The second subsection presents the issue of expanding and 
splitting a table. Finally, the whole picture of the tool is presented. 

2.1 Using Parameters to Build the Database 

Dynamic website addresses usually have the following syntax: 

URL?param* 

where: 
• URL (Uniform Resource Locator) is the address of the webpagc. 
• '?' is a separator character. 
• par am* means zero or plus parameters. 

Parameters syntax is the following: 

var,=val ue
1
&var

2
=val ue2 & ... &var"=val ue,, 

where: 
• var, =value, , tfi E { 1, 2, ... , n}, are parameter passing attributions. 
• ' & ' is a separator character. 

Looking to the example of the previous section, the following address: 

http://www.thissite.com/psa.php?x=l00 

means that the URL http : //www.thissite.com/psa.php is requested 
and variable xis set with the value 100. 

This could mean, for instance, that a given list should be shown 100 items each 
time. But it could also mean that x =l00 is the primary key of a table. 

Suppose that there is a list of links (in a list or table) where all links are equal 
except for a given parameter. For instance, in the above address, x would take several 
values and that was the only difference in all the links of the page. Each link would 
also contain text describing the destination. 

<a href="psa.php?x=l00">CoMIC'07</a> 

<a href="psa.php?x=l0l">CoDEX'07</a> 

In this case there would be a list of conferences. Each conference has a unique key 
assigned. In addition, suppose that these links were inside a table, like the one on 
table I. 
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Table 1. A table example 

Name 
CoMIC'07 

CoDEX'07 

year 

2007 

2007 

location 

Porto 

Paris 

Country 

Portugal 

France 

This table is written in HTML code, and the underlined names refer to the links 
listed above. This would correspond to database table records like the ones in table 2. 

Table 2. Corresponding database table records 

keycode Name 

100 CoMIC'07 
101 CoDEX'07 

Yea 
r 
2007 
2007 

location 

Porto 
Paris 

Countr 

Portugal 
France 

Each of the hyperlinks must also be followed recursively in order to determine a 
relationship between tables. 

For instance, following the first hyperlink, we could have another list with other 
hyperlinks, for instance: 

<a href="psb.php?x=100&y=200">Web Mining</a> 

This would mean that one of the conference topics would be "Web Mining". Notice 
that it would also be possible that the first parameter was inferred by the parent 
hyperlink, and we would only have: 

<a href="psb.php?y=200">Web Mining</a> 

Consider that the list of topics was not in a table in an ordered list: 

<Ul> 

<li><a href="psb.php?y=lOO">Data Mining</a></li> 

<li><a href="psb.php?y=150">Text Mining</a></li> 

<li><a href="psb.php?y=200">Web Mining</a></li> 

</Ul> 

In this case the corresponding database table records would be the ones in table 3. 
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Table 3. Table created from the list 

keycode fieldl 
100 Data Mining 
150 Text Mining 
200 Web Mining 

Until now the example shows the creation of two tables, one for the conferences 
(table 2) and one for the topics of the conference (table 3). Another table is needed to 
establish the relationship between those tables, as shown in table 4. It is important to 
notice that a table is created only once, the other times records are appended. 

Table 4. Relating two previous tables 

keycodel keycode2 
100 100 
100 150 
100 200 
101 

Suppose now that page http://www. thissi te. com/psb. php?y=200 did 
not have links. This could mean that an end point was reached. If useful data exists, it 
will generate new table records with keycode=200. Of course this is the simple way of 
doing this, but is it the right one? 

For instance, this page might have a list of reviewers of the given topic. If one 
reviewer will only review one topic, then the way records are generated is correct. 
Otherwise, and the most likely, if one reviewer may review several topics, then they 
will appear in more than one record and database will not be normalized. In the next 
subsection this issue will be analyzed with more detail. 

2.2 Expanding and Splitting Tables 

It has been considered until now that website pages arc always presenting queries of a 
single table for a particular key value. But sometimes the page displayed may be the 
result of a more complex query joining two or more tables. For instance, in the 
example we have shown conferences and topics could be on the same page in a table 
with merged cells as it is shown in table 5. 

Two steps are used to deal with this. First, the table is expanded, repeating merged 
cells. The resulting table would be the one in table 6. 

The second step is to split the table into two sharing the same key, where the first is 
composed by all fields that remain equal for each key value, and the second contains 
all other fields, as shown in tables 7 and 8. 
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Table 5. Two tables in one 

Name year location country topics 

Data Mining 

CoM1C'07 2007 Porto Portugal Text Mining 

Web Mining 

CoDEX'07 2007 Paris France 

Table 6. Merged table expanded 

keycode Name year location country toeics 
100 CoMIC'07 2007 Porto Portugal Data Mining 

100 CoMIC'07 2007 Porto Portugal Text Mining 

100 CoMIC'07 2007 Porto Portugal Web Mining 

IOI CoDEX'07 2007 Paris France 

Table 7. Table with fields that remain equal for each key value 

keycode Name 
100 CoMIC'07 

101 CoDEX'07 

Table 8. Table with other fields 

keycode 
100 

100 

100 

101 

year location 
2007 Porto 

2007 Paris 

toeics 
Data Mining 

Text Mining 

Web Mining 

country 
Portugal 

France 

One can ask why not doing it in only one step? The answer is simple. A table is 
composed by records from several pages and this repetition of values for the same key 
might also happen in different pages. The first step is executed every time it is necessary 
while the second one is only executed at the end. 

This also answers the question we issued at the end of previous section. Whenever 
there are several records with the same key value, the table must be split into two as 
shown in the previous example. However, as we can see in table 8, the second table sti ll 
has some records with the same key value, and topics may also be associated with 
different key values. 
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Here there is only a non-key field, but there could be more being repeated every time. 
The solution is also to split this table into two, generating a unique key value for each 
topic, and associating it with the other key, as shown in tables 9 and I 0. 

Table 9. Generating unique key values for topics 

keycode2 
100 
150 

200 

Table 10. Associating conferences with topics 

keycode 
100 
100 

100 

101 

2.3 Putting All Together 

topics 
Data Mining 

Text Mining 

Web Mining 

keycode2 
100 

150 

200 

This tool, during its development, has used three available open source applications: 
• wget [8], which gets an entire website pages recursively, building a mirror 

locally. 
• HTML Tidy [9], to clean HTML code. 
• html parser [ I 0), to parse HTML code and generate intermediate code for 

the database. 

The first two applications, wget and HTML Tidy, were used for a major reason: to 
measure the impact of tasks they perform and to separate these from the central task of 
the tool. 

The time spent downloading pages is very dependant of the connection speed. 
Although html parser is capable of getting pages directly, it was decided that the best 
way to measure results was to separate those tasks. 

HTML Tidy has become necessary because many HTML code was badly written, 
especially with unclosed tags. However, this task may be integrated with the central task. 
In fact, it should be, since HTML code that is unnecessary for the purpose of the tool 
might also be cleaned, which is a waste of time. 

Application htmlparser is the only one that is used for the central task. It is 
written in language Java [ 11] and its source code was adapted in order to perform the two 
steps: 
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1. Transforming HTML code into a set of database tables. 
2. Splitting tables when necessary. 

This Looi generates a set of nat files that may be imported by most of the Database 
Management Systems. However, il is possible to generate code Lo construct the entire 
database directly. 

3 Some Results 

As was said in section 2, applications wget and HTML Tidy were used in order Lo 
separate time consumed downloading files and cleaning HTML code from the time of 
the central task of the tool, which was constructing the database. 

Some tests with small websites were made in order to verify if Lhe system was 
working correctly. A major Lest was made using a large website, in a Pentium M 1400 
MHz with 512 MB RAM, under Windows XP Service Pack 2 operating system, with 
a cable network with 4 Mbps bandwidth, consisting of 318.956.318 bytes in 37.768 
files, generating five tables with characteristics described in table 11. 

Table 11. Generated tables 

Table # records # fields 
1 5 2 
2 299 3 
3 34.817 4 
4 34.817 2 
5 64.909 3 

The automatic tool was tested in three steps: 
I. Using wget to get the whole website. 
2. Using HTML Tidy to clean HTML code. 
3. Parsing HTML files and generating the database. 

The results are presented in table 12. 

Table 12. Test Results 

Ste~ Total 
1 2h25m49s 
2 4h23ml2s 
3 3hl5m43s 

Total 10h04m44s 

After this Lest took place, one person who usually works with computers al a user
level, collected the same data manually for the same time of the test result. The user 
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copied data from the browser and pasted it in a Spreadsheet. The user is not a 
database expert, although is familiar with concepts of tables and relationships. 

The test was split in four parts, 3 of 2 hours and 30 minutes, and the last of 2 hours 
34 minutes and 44 seconds. During this time, only 1.256 in 37.768 files were 
processed. 

It is also important to notice that key val ues were not automatically processed, 
since they were part of the hypcrlink. When pasted in a spreadsheet, both the 
hyperlink and the text associated arc in the same cell. Splitting them would also take 
some time. 

4 Conclusions 

Results show that an automatic tool for constructing a database from a website saves 
time in a considerable proportion. We must take into account that the number of files 
processed manually did not include the analysis of relationships between data and that 
key values were not automatically processed. 

In this particular case, although the original database is not known, the generated 
database is believed to be close to the original one, except for some data that might 
not be used in the website. 

It is not intended to compare this approach with semi-automatic ones. Semi-automatic 
approaches need an expert, while the automatic approach presented in this paper may be 
used by any common user. So, even if the semi-automatic approach was faster, the 
automatic approach requires less expertise. 

Moreover, the automatic tool performance may be enhanced in several ways. Some 
future work will include, among other possibilities: 

• Letting htmlparser download files instead of wget. 
• Cleaning only necessary data instead of using HTML Tidy on the whole 

HTML file. 
• The effort was made mostly in assuring that the tool worked properly, not in 

making it run fast, so code could be optimized. 
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Abstract. Most of the present image search engines are text-based, creating in
dexes based on words associated to the images. There is also some experimen
tal work in creating indexes based on visual characteristics of images. This pa
per outlines the design of a Human Facial Image Search Engine that uses facial 
characteristics of an image. A set of Web Services were developed to crawl, 
analyze and process web pages, gathering information and filling a database 
and a front-end application wa~ created to search the database for similarftt" 
faces. Preliminary results show/ that the goal was achieved, providing a goba 
guideline for further developments of this prototype. 

1. Introduction 

The internet is growing and, every month, millions of new servers and sites are 
added, according to the monthly Web Server Survey1• Web crawlers, spiders or ro
bots, are automated programs created to visit a number of web pages and extract some 
sort of information, and for that reason, are essential for information retrieval on the 
Internet. But, as it is impossible to have all the internet pages collected and indexed, a 
goal-directed crawling is a powerful mean for topical resource discovery, as stated in 
[3] 

Most of the search engines are keyword oriented meaning that, according to some 
metric, relevant pages arc returned. If we want to search for images, this can be done 
by general search engines or by specialized image search engines, dedicated to the 
search of images or multimedia. The meta-search engines are also used, passing on 
search requests to more than one search engine and collecting the results. But these 
methods are still text based search engines and not image characteristics based. 

In this paper we present the design and implementation of a prototype for a Human 
Facial Image Search Engine, using a Best First search, with the following essential 
features: 
• Flexibility - with minor adjustments should be possible to use our system in vari

ous scenarios. 
• Fault tolerance - in case of network or process failure, our system should keep the 

data loss to a minimum. 
• Maintainability and configurability - an interface should be provided in order to 

monitor the crawling process and should be possible to make some online adjust
ments to the crawling process. 

1 http://news.netcraft.com/archives/2007 /0 I/index.html 
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There are several interesting applications for this kind of browser. Security forces 
can get a list of similar faces when uploading an image of a suspect, model agencies 
can get a list of all models similar to a face that a client requested or we can try to find 
the whereabouts of an old or new friend. 

The remainder of this paper is structured as follows: Section 2 reviews some of the 
related work in this area and Section 3 describes the proposed architecture and tools 
used. Section 4 presents the results obtained and Section 5 offers concluding remarks 
and future work. 

2. Related Work 

Because of the large volume of the Internet and its rate of change it's very difficult 
or even impossible to be le to index all the Internet pages. As stated in [3] less than 
40% of the Internet i cover y the largest crawlers and therefore, the best approach is 
to implement a Focus rawling, that index and maintains pages on a very specific 
set of topics, with a smaller investment in hardware and network resources. 

Over the years, several studies were proposed with innovating design for Web 
Crawlers [8, I 0, 19) and different crawling strategics were presented. The most rele
vant are showed on [81 and on [18], but for this paper we arc only interested in two 
types of strategies: Breadth first or Best First. Most of work done in evaluation web 
crawlers or topical web crawlers uses a metric based on text, measuring the effective
ness of a web crawler by the amount of relevant pages with that text that are rcturned

0 

In this paper we used image characteristics, therefore only those two methods were 
~ 
- CJir'breadth-first strategies, a FIFO queue is used, crawling the links in the order 
they are encountered, and, as it is stated on [ 11 ], it stills offers the bests results even if 
we are working with a focused crawler. Figure 1 illustrates this algorithm. 

FIFO queue 

Fig. 1. Breadth first algorithm 

On best first strategies some kind of estimation criterion is used to select the next 
link to crawl. Figure 2 illustrates this algorithm. 

When indexing a facial image, there are several restrictions to the actual success 
that can be achieved in classifying an image as a facial image. Variations of pose, il
lumination, background and facial expressions can negatively influence the results, 
but facial recognition software has reached a mature state of development and several 
methods can be used to get better results. 
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Fig. 2. Best first algorithm 

Some of those methods can be resumed in: 

Crawling the web for faces 3 

Link estunator 

• PCA [20, 22, 25, 26] - Derived from Karhunen-Loeve's transformation. Given 
an s-dimensional vector representation of each face in a training set of images, 
Principal Component Analysis (PCA) tends to find a t-dimensional subspace 
whose basis vectors correspond to the maximum variance direction in the origi
nal image space. This new subspace is normally lower dimensional (t<<s). If the 
image elements are considered as random variables, the PCA basis vectors arc 
defined as eigenvectors of the scatter matrix. 

• ICA [I, 13] - Independent Component Analysis (ICA) minimizes both second
order and higher-order dependencies in the input data and attempts to find the 
basis along which the data (when projected onto them) are - statistically inde
pendent . Bartlett et al. provided two architectures of ICA for face recognition 
task: Architecture l - statistically independent basis images, and Architecture fl -

factorial code representation. 
• LDA [2, 6, 16, 17, 29, 30] - Linear Discriminant Analysis (LOA) finds the vec

tors in the underlying space that best discriminate among classes. For all sam
ples of all classes the between-class scatter matrix SB and the within-class scat
ter matrix SW are defined. The goal is to maximize SB while minimizing SW, in 
other words, maximize the ratio detlSBl/detlSWl . This ratio is maximized when 
the column vectors of the projection matrix are the eigenvectors of (SWA-J x 
SB). 

• EP [14, 15] - An eigenspacc-based adaptive approach that searches for the best 
set of projection axes in order to maximize a fitness function, measuring at the 
same time the classification accuracy and generalization ability of the system. 
Because the dimension of the solution space of this problem is too big, it is 
solved using a specific kind of genetic algorithm called Evolutionary Pursuit 
(EP). 

• EBGM [27, 28] - Elastic Bunch Graph Matching (EBGM). All human faces 
share a similar topological structure. Faces are represented as graphs, with nodes 
positioned at fiducial points (eyes, nose ... ) and edges labeled with 2-D distance 
vectors. Each node contains a set of 40 complex Gabor wavelet coefficients at 
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different scales and orientations (phase, amplitude). They arc called "jets". Rec
ognition is based on labeled graphs. A labeled graph is a set of nodes connected 
by edges, nodes are labeled with jets and edges arc labeled with distances. 

• Trace Transform [23, 24) - The Trace transform, a generalization of the Radon 
transform, is a new tool for image processing which can be used for recognizing 
objects under transformations, e.g. rotation, translation and scaling. To produce 
the Trace transform one computes a functi onal along tracing lines of an image. 
Different Trace transforms can be produced from an image using different trace 
functionals. 

• AAM [4, 5] - An Active Appearance Model (AAM) is an integrated statistical 
model which combines a model of shape variation with a model of the appear
ance variations in a shape-normalized frame. An AAM contains a statistical 
model if the shape and gray-level appearance of the object of interest which can 
generalize to almost any valid example. Matching to an image involves finding 
model parameters which minimize the difference between the image and a syn
thesized model example projected into the image. 

• SVM [7, 9, 12] - Given a set of points belonging to two classes, a Support Vec
tor Machine (SYM) finds the hyper plane that separates the largest possible 
fraction of points of the same class on the same side, while maximizing the dis
tance from either class to the hyper plane. PCA is first used to extract features of 
face images and then discrimination functions between each pair of images arc 
learned by SVMs. 

Sometimes "image search engines" can also be referring to collection-based search 
engines that index an image collection and several commercial systems like Corbis2 

uses this approach. There are also already several experimental systems available for 
photo search with facial recognition like RY A3, or for similarity search with LIKE4 

and IBM has also developed a Query by Image Contcnt5 . 

3. The proposed architecture 

According to Wikipedia6, the behavior of a Web crawler is the outcome of a com-
bination of policies: 

• A selection policy that states which pages to download. 
• A re-visit policy that states when to check for changes to the pages. 
• A politeness policy that states how to avoid overloading websites. 
• A parallelization policy that states how to coordinate distributed web crawlers. 

On developing our system we tried to follow those 4 policies. 

2 http://pro.corbis.com/ 
3 http://www.riya.com/ 
4 http://www.like.com/ 
5 http://wwwqbic.almaden.ibm.com/ 
6 http://en.wik.ipedia.org/wiki/Web_erawler 
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On figures 3 and 4 we illustrate an overview of the Human Facial Search Engine. 

Sohtdul« 
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link d;isst6er 

Estimato·ri+---------1 
l 'RL, 

Fig. 3. Crawler Module 
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URI 

URl 
D0"1tloadcr 

and 
linage classifier 

Da1aba,;c 

URl 
,cl 

Mctada 

Databa-:c 

Fig. 4. Image classifier Module 

Our system has 3 major modules that can work in parallel: 
• Image and web pages acquisition - The heart of this module is a topic driven

crawler, responsible for crawling the web using a best first algorithm, filling the 
database with the URL's found and other information, like the crawling date and 
the page signature. The page signature is used to detect mirrored pages and also 
to improve the re-visit policy. The database has also a set of flags to indicate if 
the page was already been processed or is being processed, used to improve the 
fault-tolerance. The crawler is also a polite robot because it respects the ro
bots.txt protocol and has a time interval between crawls. To construct the robot 
we used a VB.NET7 open source code available on the Internet. 

• Image Classifier - Due to time restrictions, it was not possible to develop and 
use any of the several algorithms presented on Section 2. Instead, we use a free 

7 http://www.skycoder.com/downloads/ 
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license granted by Betaface8 for this paper. With this software, it was possible to 
classify the images in the web pages and, for each face, its score were saved 
along with the identification key for the Betaface database, a face key and sev
eral facial features. With the face key or the identification key, it is also possible 
to get a list of database images that are similar to that image. 

• Search Engine - This module is responsible to show the images that contains 
faces most similar to an input facial image. This is done using the Betaface 
software. The input image is classified and its identification key is sent to Beta
face. A list with the identification key of the most similar images is returned and 
each image and the URL of the page where that image was found originally are 
showed. 

To compose this paper the following tasks were scheduled: 
1. Add to the database the seed for the crawler. 
2. Start the Crawler Module to start filling the database with URL's and images 

locations. 
3. Start the Image Classification Module to select the facial images. 
4. Test the Search Engine. 
5. Compile the results obtained. 

To test the search engine it was necessary to collect several images of the same 
person in different situations because there arc several factors that influence a way 
that an image appear, such as, lighting conditions, facial expressions or head pose and 
we needed to test if our search engine was able to find similar images in real condi
tions. 

After some research we decided to use the Hi59 which is a virtual community of 
friends that interacts socially. Each user in Hi5 has photos of the user or friends and 
more links to those he considers friends, who will have links to more friends. Each 
page has also links to publicity pages and pages outside Hi5. Each time a Hi5 user 
page is crawled more users are added to the database to be processed. Since in Hi5 
each user can have until 20 images, using Hi5 we can have a data set of uncontrolled 
images very similar to a real life situation, where we do not control the images that 
feed our system or application. 

As stated before, we wanted a flexible system that could be used in different situa
tions, with minor adjustments. In figure 5 our generic best first algorithm, used for 
crawling, is illustrated. 

The Image and web pages acquisition module is implemented as a web service 
providing the following operations: 

• GetURLs 
This operation has an URL as one of the parameters and returns a string indicat

ing the time used to process that URL. This operation adds to the database all the 
URLs and images found. An image, in our prototype, is any address located in the 
<img> or <a> tag with one src attribute. This allows us to find images hiding in 
JavaScript or other script language. 

8 http://www.betaface.com 
9 http://www.hi5.com 
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BestFirstSearch(starting_url) 

user ~ getUser(starting_url) ; 

getUrlimages(url_list , user) ; 

while (Not Empty(url_list)) 

Crawling the web for faces 7 

link : = dequeue_top_link(url_l ist) ; 

fetchAndAdd(link); 

getUrlimages(url_list , user); 

Fig. 5. Best first algorithm used in Hi5 

• Dispatch 
This operalion gels lhe first unprocessed web page from lhe database and proc

esses it. It the returns a string indicating the time used LO process that URL. 
• DispatchlnDeep 

This operation is specific to Hi5, and gets the first unprocessed web page - that 
refers to a user profile or gallery, from the database. Then, it processes all the ad
dresses that have any reference to that user. All the new web pages added during 
this process, if they refer to the user are also processed. Tt returns a string indicat
ing the time used to process that user. 
• AutoDispachlnDeep 

This operation is also specific to the Hi5, and processes all unprocessed web 
pages that refers to a user profile or gallery. 

All the data used in this paper was stored in a relational database. Relational data
bases have reached a mature state of development, being very reliable and with sev
eral features to backup or even restore data in case of damage. Besides, in our case, 
we needed a fast method to avoid the duplication of web pages and images addresses. 
Using the table key feature it is not necessary to check in code if that address is al
ready in the database. If the address does not exist, it will be added, if il already ex
isls, the relational database management system docs not allow the duplication. 

Our database has 3 tables: 
• URLs - this table stores the address of the web page visited and 3 nags indicating 

if the web page has been processed, is being processed or has not yet been proc
essed and also the date when the web page was added to the database. 

• Images - this table stores the address of lhe image, the web page where lhc image 
is showed and 4 nags indicating if the image has been processed, is being proc
essed, has not yet been processed or if it is a face image. 
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• Faces - this table stores all the faces that were detected by the facial recognition 
software. For each face in the table, we store the address of the image, the face or
der in that image, the facial score and a faceKey identifying the face in the Beta
face database. 

4. Results 
The prototype was tested on a 3.20GHz Pentium 4 PC with 1,50GB of RAM, run

ning Microsoft Windows XP, with Service Pack 2 and with an DSL connection with 8 
Mbps download speed. 

So far the prototype has crawled 19398 web pages, finding 36672 images. 19677 
were already processed and 5866 faces were found. There are still 49888 web pages 
to be processed. In average, each web page processed ads 7 news links to the data
base. 

We tested the prototype in 3 phases, always adding to the database web pages from 
the same host, in this case the Hi5: 
I. Using the search page of Hi5 as seed, we started to fi ll the database with images 

and web pages addresses. Each page takes around I minute to be processed. Ac
cording to Hi5 they have around 610000 users, so to assure a maximization of im
ages in database, we used the AutoDispachlnDeep operation. Depending on the 
amount of images and the speed of the network, this operation can take around 20 
to 30 minutes. 

2. Simultaneously, the facial recognition application started classifying the images in 
the database and adding the faces. The facial recognition software had a low tax of 
false positives but the false negatives were a little higher than expected. The aver
age time to processing and clustering is 3 images per minute. 

3. Finally, some random tests were made to test the accuracy of the search engine. 
The search engine takes between 11 to 42 seconds to process the results. 

The engine was tested with several images from the database. Male and female im
ages were tested. Most of the subjects were young around the 20 years old. Different 
sizes and quality images were used and were also used images with noise added. 

In this phase of the prototype, we were only trying to found the images of the same 
person. Each image used had always at least 4 pictures in the database classified as 
faces. 

The facial recognition software always returned the original image, even with noise 
added. However it never returned all the facial images from that user. The tax re
trieval, in the performed tests, was never above the 50%. 

Each image has a small thumbnail. When both were classified was facial images, 
both were tested to see if they had the same results. In our tests the 2 images didn't re
turned the same results. 

We also test the search engine, uploading a different image that was not in the da
tabase. In this case, at least one image was found. 
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5. Discussion and future work 
In this paper we described the design and implementation for a Human facial Im

age Search Engine, and presented some preliminary results. There are many im
provements that can be made in each module. Being independent, each module can be 
improved separately. 

Using a database to store the Uri's and image features, allowed a huge saving in 
storage resources, without compromising the speed of the system. Using the flags to 
categorize the state of an URL and with some few modifications, it is possible to ap-
ply a parallel approach to our system. ~ci ,'\<o 

The image processing module is working fine, ~ hie to detect faces in different 
conditions, but has two major problems. Without the source code for the image proc
essing, it is not possible to know if we are using the more appropriated algorithms to 
our images. Second, the use of the web service slows down the processing speed. 
There are several algorithms available and, with the modular design of this prototype, 
it's possible to add more functionalities or improve the present ones. Once again, we 
had a tight schedule to this prototype so we had to use already made software. 

With this paper we showed that it is possible, with few resources, to create a Hu
man Facial Image Search Engine using uncontrolled data sets of images, providing 
other inputs forms besides texts. To better test this prototype more time is needed to 
gather more images and a re-visit algorithm should be used to keep the database up
dated. 
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Abstract. This paper presents a technique for automating the interac
tion over Java G Uls using an Aspect Oriented Programming approach 
based on AspectJ for Java. Known methods for automatic and inde
pendent GUI interaction require GU I object recognition features by the 
tools involved in the process. Also the recognition procedures are depen
dant, from the inherent, operaling system i11 which the GU I runs. These 
methods ignore several of the GU l's common characteristics over distinct 
operating systems and a re closely attached to the data related to spe
cific execution sessions. By using aspects, it is possible to modify t,he GCI 
building process in the virtual machine by adding extra default listeners 
that wi ll work as hidden loggers of user act.ions. Replaying the recorded 
behavior is assured by Java's Robot classes, while storage is assured via 
XML files. This method proved to be feasible when used over GU!s with 
Java Swing based components although there are still some performance 
issues to be improved. 

1 Introduction 

Introducing automation feat ures in the test phase of any software development 
process is the correct measure to take in order to assure high quality standards. 
Doing so with graphical user interface (GUI) projects brings additional difficul
ties, and the process requires the usage of specific tools to perform the code 
interaction with these artifacts. T hese tools, named as capture-replay, provide a 
recording function, with the purpose of making the interaction script creation 
simpler and automatic. Although the test scripts created by the tools using only 
the capture feature constitute a good base to initiate the development of a test 
project, they still have some limitations and drawbacks iJ j: 

Hard-coded data values; 
Kon-modular. hard-to-maintain: 
Lack of standards for rcusability. 

There arc other approaches that make use of model based techniques, but they 
require a certain analysis expertise by the testers. Briefly. test automation is 
achieved through the exploration of a given model that contains enough infor
mation on the GUis' transitions according to user actions on the components. 
Graphically these models correspond to finite automata or Unified r-.1odeling 
La nguage (UML) behavioral diagrams[2]. 
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In either approach, the most common method to recognize the GUI compo
nents is to use the operating system application programming interface (APT) 
at hand, to retrieve their specific identifiers so that the properties can be ex
ternally manipulated by an intrusive process. The fact is that there is no real 
gain in externalizing these mechanisms. If it was possible to add logging code 
to the original application or even to the framework in which it is based on in a 
modular way, in order to retrieve the information that is expected to be tested, 
efficiency would doubtlessly be raised. 

Getting the desired object properties could be achieved through a transpar
ent procedure; 

- Coding language could as complex as the application under test (AUT) 
source code language; 

- Security would be raised as there would be no longer the uced to use the 
operating system APL 

Aspect Oriented Programming (AOP) is a recent programming concept con
cerning software. Its adoption may have an impact similar to the one observed 
with the introduction of object-oriented programming (OOP)[3]. The AOP con
cept raises applications' modularity and goes further than traditional method
ologies like the ones used with OOP. Although these mechanisms also have their 
own rcusability patterns, they do not respond to certain issues like the ones that 
are transversal to the entire application such as: state machine manipulation or 
logging. These cross-cutting concerns arc the basis for the creation of an aspect. 
An aspect is the entity that codes the behavior to be added to some application 
in given points of its execution. The code itself is named as advice-code and the 
points where such intersection occurs, pointcuts[4J. 

The most mature implementation of the concept is Aspect.JJ5J. It corresponds 
to both an extension to the .Java programming language and a proper virtual 
machine with certain differences, when compared to the one supplied by Sun. 
These differences arc related to dynamic pointcut matching features although 
most of the work is done with static analysis. 

Therefore the case study presented in this paper refers to Java Swing[6] 
based GUis running on an Aspect.J virtual machine with aspects developed on 
this platform. Aspects code the addition of an extra listener to every loaded GUI 
component through the match of a pointcut explained in the next section. 

For each interaction an appropriated object is created. These objects' infor
mation is later used for the replaying features. 

Since this case study uses only .Java based GUTs. behavior replay is achieved 
through the .Java Robot classes. 

The paper details the process in section 2; section 3 concludes the paper and 
in the end some acknowledgements are made. 

2 Automating Interaction 

On the architectural level, the developed solution is structured in three com
ponents, which correspond to the three technologies used, and to the following 
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subsections. Briefly, it is divided into the record, storage and event replay mod
ules. The second module mentioned is responsible for the serialization of .lava 
objects to eXtensible Markup Language (XML)[7] files, which follow the pro
posed schema by Sun, to represent them in this format. Figure 1 illustrates the 
proposed architecture . 
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The defined strategy to capture user behavior, was to extend the JComponent 
constructor by adding an extra listener with the purpose of logging user actions. 
JComponent is the root class for all Java Swing components, and because of 
that it is the natural target of all the super methods that are called by the 
virtual machine when it is building some GUI[8j. However, AspectJ has not got 
sufficient privileges, to access methods and inject code, so near the Class class, 
on user mode. 

Three options emerge to solve this problem : reconfigure the virtual machine 
to run aspects in administrator mode, change its security settings or inject code 
in other methods which can be accessed in user mode, even if they do not belong 
to the JComponent class. The third solution was the adopted one because it is 
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the least intrusive and also the only one that does not alter the default security 
settings. 

After analyzing the Java Swing source code it is observable that every JCom
ponent and Component makes at least one call to a setter method (method which 
alters a n attribute of a class and matches the regular expression set*). This led 
to the use of this property for the creation of the aspect pointcut as shown in 
code listing 1. 1. 

Listing 1. 1. Injection Aspect 

pointcut adds(Component comp) : (call(* Component + .set 
*( .. )) &,& target(comp) ) ; 
after(Component comp) : adds(comp) { 
I njecter. injectMouseListener (comp); 
l njecter . injectKeyListener (comp); 

5 } 

As can be seen in the previous listing, this aspect adds to the component at 
hand an extra mouse listener which logs every mouse interaction performed on 
it. Code listing 1.2 illustrates the listener declaration. 

Listing 1.2. MyMouseListerner 

public class MyMouseListener2 imple m ents :vlouseListener { 
2 public int eventcard=0; 

s publi c v o id mouseC!icked (MouseEvent e) { 

10 

int x=Mouselnfo. getPointerinfo (). get Locat ion () 
. x; 

int y= Mousel nfo. getPointerlnfo (). getLocation () . y; 
I njecter. injectMouseListener ( ( Component)e . getSou rce ()) 

lnjecter .eventMemory.add(new OurEvent(x,y,+ +eventcar d, 
"mouseClickcd ~)) j 

} 

For each action performed by the user, an OurEvent object is generated 
containing: the type of action performed, (which listener was triggered), the 
action's properties when referring to the mouse input interface (x,y coordinates 
relative to the object), and the hash code ID of the object. Since the injected code 
is viewed by the application as its own, these properties are directly accessible 
without any kind of security override, or intrusive mechanism. 

For the purpose of this case study this addition is sufficient to prove the 
correctness of the method; although other aspects are present in order to make 
this approach complete. These aspects focus on adding listeners regarding other 
input interfaces. As an example of this possible extension another aspect is shown 
in code listing 1.3. This one however is slightly different from the common ones. 
It was developed in order to make all the target applications closable with the 
"CTRL+ALT+F9" key combination. 
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Listing 1.3. My.\1ouseListerner 

public class KeyListC'ner2 implements KeyListcner { 

public void kcyPresscd( KeyEvent argO) 
{ 

, if ( argO. getKcyCode ( )- Key Event . VK_F9 && argO. 
isShiftDown () && argO. isContro!Down ()) 

6 } 

2.2 Storage 

After obtaining interaction data from the recording module, in the form of a 
collection of OurEvent objects, it is necessary to store it. There are several 
hypotheses to solve this issue. In this case study the solution found was to 
serialize in the file system the collection as an XML file. T he supporting reason 
for this option is the fact that XML is human readable. Later on, these files 
arc loaded as OurEvent instances for the replay stage, and because the files 
arc both understandable and editable by the human tester, replay behavior can 
be changed without having to repeat the recording process. Figure 2 shows an 
example output produced by the record module. 

<ja,·a nrsioo=· l 5.0" class="ja,·a beans X..\11.Decoder•> 
- <object class- ja,a util Arrnvl1<(> 

... <mid metbod="add">· ,oid> 
- <, oid metbod=·add">< , oid> 
- <,·oid metbod="add•.;,,·, oid" 
- <,oid method=·add"> 

- <ob1ect class= OurE,·ent" > 
- <Yoid prope~=-·pos"> 

<io1>3-t<.. int> 
< Yold> 

- <,oid prope~=-hpe > 
s.snin2.>mouseExited< string> 

<.:. ,·01d> 

- <void prope~=· x"> 

q1rin2-· -ss<.. string> 
< ,01d> 

- <,·oid prope~= ·.-'> 
<string:">29< strinµ..,, 

<-void> 
< object> 

-~ ,oid> 
obj<>rt> 

<-ja,·a> 

Fig. 2. Example Output File 
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2.3 Replay 

Since the application domain of this case study is Java, the Robot classes in
troduced in the Java Development Kit version 1.3.2 have been used. The replay 
module is actually quite simple, it just loads the XML file containing the info 
to rebuild a series of Our-Event objects according to a certain order and then 
inputting its information in a proper format for the Robot classes to act. Mouse 
clicks' coordinates are relative to the designated component, so the GUI can 
be anywhere on the desktop, as the user behavior will be exactly reproduced. 
Components are matched according to the hash code ID presented in section 
2.1. The replay module follows a multi-thread architecture, with a thread to 
perform robot actions and another listening to interruption requests. This step 
is exemplified in code listing 1.4. 

Listing 1.4. Actions performed by Java Robot 

2 import java.awt . Robot; 

4 public class Event l njccter e x t e nds T hread{ 
5 R obot slave; 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

2 0 

21 

2 2 

2 3 

24 

2 5 

26 } 

public v oid process ( OurEvent event){ 
St r ing ti p o = event.getType(); 
int x = event . getX (); 
int y = event . getY (); 
int xActual Mousel nfo. get P ointerinfo (). 

getLocation () . x; 
int yActua l= Mouselnfo . getPointer l nfo () . get L ocat ion () . y 

if (tipo . equals(" m o u scC lic- k f' d ")) 

gotoAndC lick(xActual ,yActual ,x,y); 
e lse if ( t ipo.eq u als( " mou se P, eRSod ")) 

go t oAndp ress(xActual ,yActual ,x,y); 
else if (ti p o. e quals("m o u s,- ll el e • •e <l")) 

gotoAndR elease ( xActual , y Actual , x, y) ; 

public v o id gotoXY(int x l , int yl, int x2, int y2) { 

slave. mouseMove (x l , yl) ; 
s l ave . delay (25 ) ; 

} 
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3 Conclusion and Future Development 

This study proves the correctness of the method for automating the GUI interac
tion, and shows that the AOP approach can be used even when the cross cutting 
concerns are part of the framework supporting the developed code. Performance 
levels of this approach arc still far from the ones achieved with conventional 
methods, but several studies are being conducted in order to achieve acceptable 
efficiency levels[9,10]. 

This is still work in progress, and so, there are still some requirements to 
be fulfilled before this approach can be considered to be complete. During the 
record stage it should be possible to add timed pause instructions. This should 
also be possible by editing the XML files. It would also be interesting to time 
execution pauses according to the GUI execution state. 

Adding flow control to the captured interaction is also an emergent require
ment. Achieving this feature by using this approach, at its current state, would 
involve introducing some extra code in the replay stage, however a future it
eration of the project will involve partitioning the several flows possible, into 
distinct XML files that will have an extra tag in order to include information 
about the XML file to be loaded next. 

There are some possible extensions to the work that has been exposed as 
well. 

Storage could be improved across all modules. If the tester tries to code a lot 
of actions in a single usage session, there may be too many OurEvent objects 
lurking in the virtual machine memory, so storing the data in a transactional 
database using something like hibernate [11] would probably solve this problem. 
Storing the XML files, in a native XML database such as eXist[l2] would also 
ensure better performance levels, for the replay module in presence of large XML 
files. 

Integrating the replay module with a code coverage tool would expose this 
metric, which is used for validating test procedures, across several companies 
depending on trustworthy and critical applications. 

Adding the possibility to take a screen snapshot for each action taken or 
just for some actions defined by the tester would also constitute an interesting 
improvement. Obtained screens during the replay stage, could later be compared 
with snapshots from previous executions providing the means to produce a visual 
report. 

Finally integration of the three modules through a GUI would also be a 
reasonable addition. 
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Abstract. Aspect mining attempts to identify crosscutting concerns in legacy 
systems and thus supports the refactoring into an aspect-oriented design. This 
paper introduces 1-'an!N, an aspect mining tool implemented as an Eclipse plug
in for automatic identification of crosscutting concern seeds in source code. 
Furthermore, this tool allows for combination of aspect mining and visual 
techniques and facilitates code navigation. The results show that the aspect 
mining technique used is suitable for a high degree of automation. 

Keywords: aspect mining, aspect-oriented programming 

1 Introduction 

The research area of aspect mmmg is directly related with the new paradigm of 
programming called aspect-oriented programming (A0P). Despite the majority of the 
developed systems following the object-oriented paradigm (00), many software 
engineers try to incorporate the A0P in its software systems, that is, the adoption of 
aspects reduce the complexity, increase the legibility and improve the modularization, 
becoming more adjusted for future evolutions [ 1 ]. 

To include A0P in 00 software systems, it is necessary to carry through an 
analysis to identify crosscutting concerns, whose implementation is spread across 
many modules as tangled and scattered code, to be converted into aspects. However, 
manually applying this analysis to a legacy system is a difficult and error-prone 
process. For the fact of being difficult to explore some classes of a system that, are 
possibly dispersed in many archives, having each class a variable size in terms of 
attributes, methods and code lines, becomes necessary to make this exploration 
process automatic. Code-level techniques, tools and methodologies have been 
designed to automatize the process. The aspect mining research community proposes 
a great number of such techniques, making it difficult for software engineers to 
choose which tool is most suitable [2]. 

This paper introduces FanlN a framework that automate the process of aspect 
discovery. FanIN combines aspect mining and visualization techniques. The tool 
support an aspect mining technique based in fan-in analysis. This analysis looks for 
candidate-seeds among methods invoked from a large number of scattered callsites, 
and hence has a high fan-in value. The visualization technique makes easier the code 
navigation and the decision to transforming crosscutting concerns into real aspects. 
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An evaluation of the tool is made using the JHotDraw', a Java framework for 
drawing two-dimensional graphics, which has been proposed as common benchmark 
for aspect mining. 

The paper is organized as follows: Section 2 defines aspect mining and some 
aspect mining techniques. Section 3 gives an briefly overview of FanlN framework. 
Section 4 describe and discuss experimental results applied to JHotDraw. In section 5 
the paper concludes with possible directions for future work. 

2 Aspect Mining 

Aspect-oriented programming [3] is a new programming paradigm with constructs 
dedicated to handling crosscutting concerns. In an object-oriented system, it often 
happens that functionalities, such as persistence, exception handling, error 
management, logging, are scattered across the classes and are highly tangled with the 
surrounding code portions. Thus tangled code is the interference across different 
concerns in order to implement one concern, while scattered code is the code of one 
concern spread across the system. Aspect-oriented programming addresses the issue 
of crosscutting concerns with a new modularization unit, the aspect, which 
encapsulates such crosscutting behaviours. 

Aspect mining tools try (partly automatic) to identify such concerns [4]. The 
development of techniques and tools for the identification of concern code is 
inevitable given the complexity and size of nowadays software systems. These tools 
permit engineers to employ a strategy to help divide a software system in 
conceptually coherent pieces (concerns), which they can study and understand in 
isolation, without worrying about the other code. Eventually in the end of the process, 
aspect mining allows developers to refactor the system into an aspect-oriented system, 
where some or all discovered crosscutting concerns are transformed into real aspects. 
Aspect mining is consequently an important prerequisite for aspect refactoring. (See 
Figure I) 

LEGACY system LEGACY system BASE system 

Aspect ---------· Refactoring 
Mining .................... _ .. ., ........................ To Aspects 

~ ~ Aspect t=j ) ) .. ---------· .. ----
----

Fig. 1. Migrating a legacy system to an aspect-oriented system 

As referred, the process of migrating a legacy system into a system using aspects 
consists of two steps: the discovery of aspect candidates and the refactoring of some 
these candidates into aspects. Three kinds of aspect discovery approaches can be 
distinguished: early aspect discovery, dedicated browsers and aspect mining. The first 

1 http://www.jhotdraw.org/ 
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one tries to discover aspects in earlier phases of the software life-cycle [5, 6). The 
other approach is advanced code browsers that provide support for navigating source 
code and explore cross-cutting concerns [7, 8, 9]. Finally, aspect mining approach 
automate the process of aspect discovery and proposes aspect candidates [ I 0, l l, 12]. 

2.1 Aspect Mining Techniques 

Several automated code-level aspect mining approaches have been proposed by the 
aspect mining research community. These approaches can be grouped in: static, 
dynamic and hybrid aspect mining. 

Static Aspect Mining. Based in static program analysis and often require user 
interaction. The Aspect Browser [7] identifies cross-cutting concerns with textual
pattern matching (much like "grep") and highlights them. The Aspect Mining Tool 
(AMT) [8] combines text-based and type-based analysis of source code. Krinke 
and Breu [13] propose an automatic static aspect mining based on control-flow. 
The fan-in analysis by Marin, van Deursen, and Moonen [14] determines methods 
that are called from many different places. FEAT [ 15], the Feature Exploration and 
Analysis is implemented as a plugin for the Eclipse Platform. FEAT visualises 
concerns in a system using so-called "concern graphs". A concern graph abstracts 
the implementation details of a concern by storing the structure implementing that 
concern. 
Dynamic Aspect Mining. DynAMiT (Dynamic Aspect Mining Tool) [IO] 
analyses program traces reflecting the run-time behaviour of a system in search for 
recurring execution patterns of method relations. Tone Ila and Ceccato [ I I] suggest 
a technique that applies concept analysis to the relationship between execution 
traces and executed computational units. This dynamic aspect mining approche has 
as its main limitations the fact of being partial (i.e., not all methods involved in an 
aspect are retrieved), being based on a dynamic analysis, and it can determine only 
aspects that can be discriminated by different execution scenarios (e.g., aspects that 
are exercised in every program execution cannot be detected). Additionally, it does 
not deal with code that cannot be executed (e.g., code that is part of a larger 
framework, but that is not used in a specific application). 
Hybrid Aspect Mining. Combine dynamic analysis with static types. Breu reports 
on a hybrid approach [16] where the dynamic information of the previous 
DynAMiT approach is complemented with static type information such as static 
object types. 

3 Tool Description 

FanJN is a plug-in for Eclipse2, an extensible, open-source platform that provides a 
reusable framework for source code analysis. To execute any of the analyses 
supported by FanIN, the user selects a program element in the default Package 
explorer view of Eclipse; the view shows the Java element hierarchy of the Java 

2 http://www.eclipse.org/ 
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projects in the active workbench. The analysis of FanlN, fan-in analysis, looks into 
the selected element, builds and stores the call graph for its methods and their callees, 
together with class hierarchy information. 
The results of the analysis are displayed in the Fan-in analysis view as a tree structure 
of callee-callers elements, sorted by name or fan-in value. From this view, shown in 
Figure 2 , the user can inspect the source code of each of the displayed elements and 
apply two filters to restrict the elements in the view to the most relevant candidates: 
(1) The fan-in value filter selects elements for which the number of callers is higher 
than a chosen threshold; (2) the utilities filter allows the user to select sub-elements 
of the analyzed element which are to be excluded from the set of results; (3) elements 
that could have a large number of callers but typically do not implement a 
crosscutting concern, like, for instance, collection classes. 

FanlN . Framework • (Results of the -

.Workspace )!iews ~un Analysis Eilters li_ort ttelp 

(;'.> ell CH.1fa draw.standard.AbstractF,gure.willChange() :47 

• CH.1fa draw contnb zoom ZoomComand execute() 

• CH.1fa.draw figures .GroupComand execute() 

• CH.1ia draw f1gures.lnsertlmageCommand execute() 

• CH.1fa draw standard AhgnComand.execute() 

el CH.1ta draw standard ComposrteF,gure. flgures() 24 

Fig. 2. The Fanln window 

The filters also allow indicating sets of elements that should not contribute to the fan
in value of a candidate. For example, the user can indicate that calls from (JUnit) test 
packages have to be ignored when computing the fan-in metric. 

3.1 The Fan-In Metric 

Crosscutting functionality can occur at different levels of modularity. Classes, for 
instance, can assimilate new concerns by implementing multiple interfaces or by 
implementing new methods specific to superimposed roles. At the method level, 
crosscutting in many cases resides in calls to methods that address a different concern 
than the core logic of the caller. Typical examples include logging, tracing, pre
condition and post-condition checks, and exception handling. It is exactly this type of 
crosscutting that is capture with fan-in analysis. Finding concerns present themselves 
as a number of distributed calls to a method implementing a crosscutting functionality 
and the amount of calls (fan-in) is a good measure for the importance and scattering 
of the discovered concern [17]. 
The fan-in of a method m represents the number of distinct bodies that can invoke m. 
Because of polymorphism, one method call can affect the fan-in of several other 
methods. A call to method m contributes to the fan-in of all methods referred by m as 
well as to all methods that are referring m. 
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4 Experimental Results 

This section presents the results of applying Fan IN techniques to version 5.4b I of 
JHotDraw, a Java program with approximately 18000 non-commented lines of code 
and around 2800 methods. JHotDraw is a framework for drawing structured 2D 
graphics and was originally developed as an exercise to illustrate good use of object
oriented design patterns [18] in a Java program. These particularities recommend it as 
a well-designed case study, a prerequisite for considering improvements through 
aspect-oriented techniques. Furthermore, it also shows that modularization limitations 
are present in even well-designed (legacy) systems. 
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Fan-h Filet's t-\Jn-en 

Fig. 2. Evolution of the methods number (potential aspects) during the phase experiment 

As described in section 3, fan-in analysis first performs a number of successive 
steps to filter the methods in the analyzed system. The threshold-based fil tering, 
which selects methods with high fan-in values, kept around 7% of the total number of 
methods. The filters and utility methods eliminated around half of the remaining 
methods. (See figure 3) 

In the remaining subset, more than half of the methods (52%) were categorized as 
aspect seeds: methods that by the structure of the calls and the call sites strongly 
connote a crosscutting concern and thus offer the core elements to further explore and 
understand the whole extent of the concern's implementation. This seed/non-seed 
categorization was largely based on manual analysis. 

Before the experiment we have 2800 methods, after the fan-in analysis exist 196 
methods (potential methods). Appling the filters the number of methods went down 
for 98. With a manual analysis those methods went down to 50. 

For evaluate the performance of the proposed technique it is considered the 
following expression: 

P fi I 
[ 

Methods Filter - Methods Human ) 
er onnance ,-anIN= - · 

Methods Beforef:xper,ment 
(I) 
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The expression depends on the number of methods at the final of the experiment, 
the number of the methods after fan-in analysis and the filters application. When the 
difference between the two values is close to 0 the performance is near 100%. 

In the experiment with the JHotDraw the FanIN framework obtained a 
performance of98.29%, only an error of 48 methods in around 2800 methods. 

5 Conclusions and Future Work 

The framework proposed shows that fan-in technique is indeed useful for aspect 
mining. Migration of existing applications to AOP can be supported by FanIN semi
automated aspect identification method. Interpretation of discovery aspect is instead a 
human intensive activity. 

In future work, new techniques of aspect mining would be investigated and 
incorporated in the Fanln framework. Those techniques must include both static and 
dynamic mining. However, in order to draw more general conclusions, it will be 
necessary to conduct further case studies with programs of different sizes and 
complexity. Another direction of investigation is the development of a filter which 
extracts the refactorable candidates from the discovered candidates. 
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Abstract. Aspect Oriented Programming (AOP) is a programming 
paradigm that tries to solve the problem of crosscutting concerns be
ing normally scattered throughout several units of an app lication. 
Although an important step forward in the search for modularity, by 
breaking the notion of encapsulation introduced by Object Oriented Pro
gramming (OOP ), AOP ha<; proven to be prone to numc-rous problems 
caused by conflicts and interferences between aspects. 
In this paper, current research paths regarding this particular problem 
will be analyzed in order to create a solid knowledge base for future 
works in the area. 

1 Introduction 

Separation of concerns is at the core of software engineering. In its most g<'neral 
form, it refers to the ability to identify, encapsulate, and manipulate only those 
parts of software that arc relevant to a particula r concept, goal, or purpose. 
Concerns arc the primary motivation for organizing and decomposing software 
into manageable and comprehensible parts [l]. 

Aspect-Oriented Programming(AOP ) [2] is a new programming paradigm 
that builds on the success of proved paradigms, like Object-Oriented Program
ming(OOP). The main idea behind AOP is that concerns crosscutt ing several 
modules of an application can be developed as single units of modularity and 
weaved into the application, through a process of composition, in specific points 
called joinpoints. The motivation behind AOP is that by being able to develop 
crosscutting concerns as separate units the overall modularity of an application 
will be improved. 

AOP also aims for obliviousness [3], stating that a developer should not have 
to know about any aspects that arc being weaved into his code. To makC' this 
a reality, aspects have to be allowed to attach virtually to any posit ion of the 
original source code. In this way, each developer only has to be concerned about 
his own modules. 

However, by allowing anyone to change the behavior of any piece of code. 
encapsulation, one of the pillars of OOP, and also one of its greatest advantages, 
is broken. In OOP, encapsulation was the sole warranty that modules where 
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not misused by external entities. Without that warranty, interferences between 
aspects will be prone to occur. 

Several solutions to this problem arc currently being researched. In this pa
per, several of these solutions will be presented and discussed. The objective 
behind this work is to create a solid base of knowledge for future works in this 
specific a rea. 

This paper is organized in the following way: Section 2 will start by review
ing several possible classifications for aspects and the interferences caused by 
them. Sections 3 and 4 will explain how different authors are approaching the 
interference detection and interference resolut ion problem. Avoiding interference 
problems before they arise is another line of study that will be reviewed in Sec
tion 5. Section 6 will present some alternatives to AOP and finally Section 7 will 
draw some conclusions. 

2 The Anatomy of Aspect Interferences 

Before starting to solve t he aspect interference problem it is important to un
derstand which kinds of interferences are prone to occur when using AOP. This 
important point is a cause of disagreement between most of the authors ap
proaching this problem, each defining his own terminology. 

In the next sections three different approaches to aspect interference ter
minology and cataloging will be presented. These approaches look at the same 
problem from different angles and each one of t hem has an important perspective 
into the problem. 

2.1 Types of Interferences 

T he most important work done in t his area has been the classification of aspect 
interferences by Tessier [4] . In his work t he author points out several different 
ways in which aspects can interfere with each other: 

Crosscutting Specifications - The use of joinpoints, and specially with '*' 
wildcards, can lead to accidenta l joinpoints or infinite recursions. 

Aspect-Aspect Conflicts - When multiple aspects exist in the same system 
problems like mutual exclusions between aspects, the importance of aspect 
ordering or conditiona l execution of an aspect by another aspect can occur. 

Base-Aspect Conflicts - Circular dependencies between aspects and basic 
classes. 

Concern-Concern Conflicts - Aspects changing a functionality needed by 
other aspect and composit ion anomalies normally happening due to subtype 
substit utability. 

2.2 Application Affection 

According to Katz [5], three types of aspects can be described in respect to 
how t hey a ffect an application. Although not exactly types of interferences this 
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classification is important as some interferences only happen with some types of 
aspects. T he three different aspect types arc the following: 

Spectative aspects only gather information about the system to which they 
are woven, usually by adding fields and methods, but do not influence the 
possible underlying computations; 

Regulatory aspects change t he flow of control (e.g., which methods arc ac
tivated in which conditions) but do not change the computation done to 
existing fields; 

Invasive aspects change values of existing fields (but still should not invalidate 
desirable properties). 

2.3 Aspect Dependencies 

Kienzle [6] approached the problem from a different point of view by considering 
only the relationships of dependency between aspects and the original code. 
Three different kinds of aspect dependencies have been identified: 

Orthogonal aspects provide functionality to an application that is completely 
independent from the other functionalities to the application. No data struc
tures arc shared between these aspects and the rest of the application. This 
kind of aspects are very uncommon. 

Uni-directional aspects depend from some functionality of the application. 
These can be fu rther divided as preserving, if the application functionality 
is maintained or enhanced without any current functionalities being altered 
or hidden, or modifying, if the application functionality is altered or hidden. 

Circular aspects arc aspects that are mutually dependent of each other. These 
kind of aspects a re so tightly cou pied than one can argue if they should really 
be considered as separate aspects or as one unique aspect. 

3 Detecting Aspect Interferences 

In order to solve the problem posed by the interference of aspects, a second 
problem must be solved first: how to detect that an aspect interferes with another 
aspect or module? Literature has many different ideas about how to solve this 
problem. In t he following sections these ideas will be explained. 

3.1 Program Slicing 

Balzarotti [7] claims that this problem can be solved by using a technique pro
posed in the early 80's called program slicing. A slice of a program is t he set of 
statements which affect a given point in an executable program. According to 
the author the following holds: 

Let Al and A2 be two aspects and Sl and S2 the corresponding backward 
slices obtained by using a ll t he statements defined in Al and A2 as slicing 
criteria. Al does not interfere with A2 if Al n S2 = 0; 
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This technique is accurate enough to identify all interferences introduced by 
an aspect but can also detect some false-positives. Furthermore, the existence 
of pointcuts that are defined based on dynamic contexts, forces the analysis of 
every execution trace increasing the number of these false-positives. However 
the approach has the advantage of removing the burden of having to declare 
formally the expected behavior of each aspect. 

3.2 Aspect Integration Contracts 

Contracts have been introduced by Meyer [8] as a defensive solution against de
pendency problems in OOP. Some authors claim that contracts can be imported 
into the AOP world in order to assist programmers in avoiding interference 
problems. 

Lagaissc [9] proposed an extension to the Design by Contract (DbC) 
paradigm by allowing aspects to define what they expect of the system and how 
they will change it. This will allow the detection of interferences by other aspects 
that were weaved before, as well as the detection of interferences by aspects that 
are bounded to be weaved later in the process. According to the author, for an 
Aspect A bound to a component C the following should be defined: 

1. The aspect should specify what it requires from component C and possibly 
from other software components. 

2. The aspect also needs to specify in which way it affects the component C 
and the functionality it provides (if applicable). 

3. The specification of component C must express which interference is permit
ted from certain (types of) aspects. 

This approach has the disadvantage of forcing the programmer to verbosely 
specify all requirements and modifications for each aspect as well as permitted 
interferences. On the other hand, the formal specification of behaviors has proven 
to be a valuable tool in Software Engineering. 

3.3 Regression Testing 

Katz [5] proposed the use of regression testing and regression verification as tools 
that could help identifying harmful aspects. The idea behind this technique is to 
use regression testing as normally and then weave each aspect into the system 
and rerun all regression tests to see if they still pass. If an error is found, either 
the error is corrected or the failing tests have to be replaced by new ones specific 
for that particular aspect. 

3.4 Service Based Approach 

It has been noticed by Kienzle [6] that aspects can be defined as entities that 
require services from a system, provide new services to that same system and 
removes others. If some way of explicitly describing what services arc required by 
each aspect it would be possible to detect interferences (for example, an aspect 
that removes a service needed by another aspect) and to choose better weaving 
orders. 
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3.5 Introduction and Hierarchical Changes Interferences 

Storzer [10] developed a technique to detect interferences caused by two different, 
but related, properties of AOP languages. 

Storzer claims that the possibility of aspects introducing members in other 
classes can lead to undesired behaviors as it can result in changes of dynamic 
lookup if the introduced method redefines a method of a superclass. He calls this 
type of interfer('ncc binding interference. 

The other problem Storzer refers to is the possibility of aspects changing 
the inheritance hierarchy of a set of classes. He claims that this type of changes 
can a lso give place to binding inter/ erences as well as some unexpected behavior 
caused by the fact that instanceof predicates will no longer give the same results 
as before. 

To detect this kind of conflicts the author proposes an analysis based on the 
lookup changes introduced by aspects. 

Kessler [11] also studied how structural interferences could be detected. How
ever, his approach is based in a logic engine where programmers can specify rules 
(ordering, visibility, dependencies, ... ). In [11], Kessler also described the differ
ent type of interferences that are possible with introductions and hierarchical 
changes and proposed solutions for each one of them. 

4 Aspect Interference Resolution 

4.1 Stateful Aspects 

Douence [12] [13] proposed a framework that allowed programmers to solve as
pect interferences by using a dedicated composition language. The idea behind 
this language is to allow an explicit composition of aspects at the same execution 
point. The interferences solved by this approach are those that occur when the 
same crosscut is used by two different aspects. 

5 A voiding Aspect Interferences 

5.1 Robust Pointcuts 

Recently, Braem [14] proposed a method based on Inductive Logic Program
ming in order to automatically discover intensional pattern-based pointcuts. This 
method aims at solving the fragile pointcut problem, that states that pointcuts 
defined by enumeration do not cope well with program evolution and that the use 
of wildcards to solve this problem can cause interferences by means of accidental 
join points. 
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5.2 Crosscutting Interfaces 

Crosscutting Programing Interfaces, or XPis, have been introduced by Griswold 
[15] as a form of making AOP programming easier. By using abstract interfaces 
to expose pointcut designators, this approach decouples aspect code from the 
unstable details of advised code without compromising the expressiveness of 
existing AO languages or requiring new ones. The author expects that integrated
development-environment support could aid programmers by showing the scope 
of an XPI applicability. 

5.3 Joinpoint Encapsulation 

The reason why AOP is so powerful and at the same time so easily misused is that 
joinpoints are available for weaving without any knowledge of the programmer 
that originally developed the code. On one hand, this allows the developers to 
be oblivious about what code is going to be weaved in their code, but on the 
other hand is the source of interferences and conflicts. Larochelle [16] proposed 
the idea of adding joinpoint encapsulation by introducing a new kind of advice: 
join point encapsulation advice, or restriction advice. Restriction advice serves 
to encapsulate the join points selected by a pointcut against modification by 
other aspects thus enabling the modular representation of the encapsulation of 
crosscutting sets of join points. 

6 Alternatives to Aspects 

Several other modularization mechanisms related to multi-dimensional separa
tion of concerns have appeared as alternatives to AOP, promising to solve some 
of the problems pointed out about aspects, like the interference problem. In the 
following sections some of these alternatives will be described. 

6.1 Layered Designs 

The mixin layers approach [17] looks at different concerns as different collab
orations of the same classes but with different roles. As mixin layers preserve 
the structure of the design it enhances the maintainability of an application. If 
changes are introduced in the design it is easy to isolate them. 

6.2 Composition Filters 

Composition Filters [18] is another alternative to AOP that claims that sepa
ration of concerns can be achieved by applying different filters at the message 
passing interface of objects. 
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6.3 Hyperspaces 

The Hyperspaces approach [1] considers all artifacts that constitute an appli
cation as being concerns ( called units in this approach). These artifacts can be 
a class, an interface or even a requirement specification, as long as it can be 
written in any given language. 

Separation of concerns is achieved in three different stages: identification, 
where concerns are first identified and written in their own specific language, 
encapsulation, where units are prepared so to be used in a software system and 
integration, where concerns that have been encapsulated arc used to create a 
complete application. 

7 Summary and Conclusions 

In OOP, encapsulation allowed programmers to establish a barrier between what 
could be modified in a unit without interfering with other units (the inner work
ings) and what had to be carefully preserved in any modification (its external 
interface). With the appearance of AOP this barrier has been broken as aspects 
can act on both sides of this barrier. 

The current research state shows two different approaches to tackle this prob
lem: 

Disallow the changing of any encapsulated code, or force programmers to 
specify which joinpoints are expected to be targets for aspects [14] [15] [16]. 
This solution will severely diminish the power of AOP, specially the concept 
of obliviousness. 

- Detect aspect interferences and allow programmers to correct those interfer
ences or specify them as being desirable. 

The problem of aspect interference detection has also been studied under two 
different lights: 

- Automatic detection [7] [10] [11], which has the problem of only detecting 
some specific types of interferences. 
Detection based on some kind of automatic verification methodology [5] [6] 
[9], like formal methods or unit testing. This approach is much more broader 
as all types of interferences can be tackled in this way. 

Some interesting work as also been done in the areas of automatic interference 
solving [12] [13]. 

It is our belief that automatic detection, using unit testing, and manual 
interference resolution is the most promising research line at this point. We favor 
unit testing over formal methods as the latest are generally more complicated 
to use and are less widespread. However, in order for this approach to become 
useable, tools and methodologies have to be developed. 

151 



8 Acknowledgments 

We will like to thank Miguel Pessoa Monteiro for the help in developing this 
paper and for the constant broadening of our perspectives. 

References 

1. Ossher, H., Tarr, P.: Multi-dimensional separation of concerns and the Hyperspace 
approach. In: Software Architectures and Component Technology: The Stale of 
the Art in Research and Practice. (2000) 

2. Kiczales, G., Lamping, J., Mendhekar, A., Maeda, C., Lopes, C., Loingt ier, J.M., 
Irwin, J.: Aspect-oriented programming. In Ak§it, M., Matsuoka, S., eds.: 11th 
Europeen Conf. Object-Oriented Programming. Volume 1241 of LNCS., Springer 
Verlag (1997) 220-242 

3. Filman, R., Friedman, D.: Aspect-oriented programming is quantification and 
obliviousness (2000) 

4. Tessier , F. , Badri, M., Badri, L.: A model-based detection of conflicts between 
crosscutting concerns: Towards a formal approach. In: International Workshop on 
Aspect-Oriented Software Development. (2004) 

5. Katz, S.: Diagnosis of harmful aspects using regression verification. In: Foundat ions 
of Aspect-Oriented Languages. (2004) 

6. Kienzle, J., Yu, Y., Xiong, J.: On composition and reuse of aspects. In: Software 
engineering Properties of Languages for Aspect Technologies. (2003) 

7. Balzarotti, D., Monga, M.: Using program slicing to analyze aspect-oriented com
position (2004) 

8. Meyer, B.: Applying "design by contract". IEEE - Computer 25(10) (1992) 40-51 
9. Lagaisse, B., Joosen, W., De Win, B.: Managing semantic interference with aspect 

integration contracts. In: Software Engineering Properties of Languages and Aspect 
Technologies. (2004) 

10. Storzer, M., Krinke, J.: Interference analysis for AspectJ. In: Foundations of 
Aspect-Oriented Languages. (2003) 

11. Kessler, B., Tanter, E.: Analyzing interactions of structural aspects. ECOOP 
Workshop on Aspects, Dependencies and Interactions (ADI) (2006) 

12. Douence, R., Fradet, P., Siidholt, ~.: Detection and resolution of aspect interac
tions. Technical Report RR-4435, INRIA (April 2002) 

13. Douence, R. , Fradet, P., Siidholt, M.: Composition, reuse and interaction analysis 
of stateful aspects. ln: Proceedings of the 3rd International Conference on Aspect
Oriented Software Development (AOSD). (2004) 141 150 

14. Braem, M. , Gybels, K., Kellens, A., Vanderperren, W.: Inducing evolution-robust 
pointcuts. ERCIM Evolution Workshop (2006) 

15. Griswold , W.G., Shonle, M., Sullivan, K. , Song, Y., Tewari, N., Cai, Y. , Rajan, 
H.: Modular Software Design with Crosscutting Interfaces. IEEE - Software 23(1 ) 
(January/February 2006) 51 60 

16. Larochelle, D., Scheidt, K. , Sullivan, K.: Join point encapsulation. In: Software 
Engineering Properties of Languages and Aspect Technologies. (2003) 

17. Smaragdakis, Y., Batory, D.S.: Implementing layered designs with mixin layers. 
In: ECCOP '98: Proceedings of the 12th European Conference on Object-Oriented 
Programming, London, UK, Springer-Verlag (1998) 550-570 

152 



18. Akl'lit, M., Tekinerdogan, B.: Aspect-oriented programming using composition 
filters. In Demeyer, S., Bosch, J .. eds.: Object-Oriented Technology, ECOOP'98 
Workshop Reader, Springer Verlag (July 1998) 435 

153 





Aspect-Oriented Programming in PHP 

Nuno Beinfo 

ClULP, Universidade Lusiada do Porto 
Rua Dr. Lopo de Carvalho, 4369-006 Porto, Portugal 
Faculdade de Engenharia da Universidade do Porto 

Rua Dr. Roberto Frias, 4200-465 Porto, Portugal 
nbeirao@por.ulusiada.pt 

Abstract. Aspect oriented programming (AOP) is a new programming 
methodology, complementary to traditional languages, in which the 
fundamental principle is the separation of concerns and the encapsulation of 
cross-cutting functionalities. The PHP programming language is currently one 
of the major languages for web development, supported by a vast user base, 
with innumcrous quality open source applications and with a strong presence in 
the enterprise market. The integration of a good implementation of AOP 
concepts on this language is a leveraging factor for a growing acceptance in a 
near future. This paper presents an introduction to AOP in the PHP language 
perspective, discussing various existing AOP implementations and identifying 
strong and weak points in each approach. Some practical examples of 
application arc presented in order to demonstrate the various implementations. 
Finally, some conclusions arc drawn along with future work possibilities. 

Keywords: aspect oriented, AOP, PHP 

1 Introduction 

Aspect oriented programming (AOP) is a new programming paradigm, created by 
Xerox PARC [l], that aims to extend and to complement the traditional programming 
paradigms (object oriented, procedural, functional, etc.) in order to fill some of their 
limitations, introducing concepts and mechanisms to faci litate the modularization of 
cross-cutting concerns. However, despite being a generic technique for the separation 
of concerns [2], and not associated to one language in particular, AOP has been used 
predominantly with the object oriented languages Java, C++ and C#. 

PHP is a programming language especially tailored for the development of web 
applications, used in the creation of thousand of open-source applications, with a vast 
community of programmers and with a growing presence in enterprise environments 
in the most varied activities. The PHP language supports the procedural and object 
oriented programming paradigms, and features an object model, since version 5, 
similar to the ones of Java and C#. 

Integrating a good implementation of the AOP paradigm in PHP, natively or 
through extensions to the language, is a determinant factor to allow a continuous 
expansion in a near future and to make competition possible with languages such as 
Java and C#. 
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This paper presents a comparative analysis of the various AOP extensions for the 
PHP language. The rest of the document is structured as follows. Section 2 gives an 
overview and brief introduction to AOP, section 3 covers the multiple AOP 
integration projects for PHP together with some practical application examples, and 
finally, section 4 presents some final considerations and proposals for future work. 

2 Aspect-Oriented Programming 

This section gives a brief introduction to the main concepts and terminology of AOP 
paradigm and languages that implement it. 

AOP aims to help in the separation of core concerns from cross-cutting concerns. 
Core concerns are concerns that capture the central functionalities (business logic) of 
a software module and should be implemented by the underlying language or 
framework. Cross-cutting concerns are functionalities that cross multiple domains 
(system logic), are common to various software modules, and should be implemented 
and encapsulated through aspects. 

Recurrent examples of cross-cutting concerns are functionality like logging, 
security and authentication, debugging, persistence or caching, something that many 
applications implement and that normally are common to various modules, 
components or classes. 

The separation of concerns allows preventing problems like the presence of code 
scattering and code tangling. Code scattering occurs when one concern is 
implemented in multiple modules and is not conveniently encapsulated. Code tangling 
occurs when a module has several simultaneously concerns implemented. These 
problems, normally originate difficulties in bug identification, less productivity and 
code reuse, worse code quality and difficulties of maintenance and evolution. 

Languages that implement AOP should adhere to two fundamental principles, 
quantification and obliviousness [3]. Quantification is the ability to affect many 
places in the underlying source code with minimum effort. Obliviousness means that 
the underlying source code does not need to be aware of the aspect actions being 
implemented. 

AOP languages allow the implementation of cross-cutting concerns under the form 
of aspects. They make it possible to insert code that is triggered when the program 
flow passes by some well defined points in the code, such as object instantiation, 
method/function invocation, variable/property access and exception handling. 

Considering the terminology created by AspectJ [ 4], the first and more popular 
AOP language, these points are called joint points. The programmer can give advice 
for what to make, or which code to execute, in the joint points. Advice can normally 
be applied before, after or around the joint points. A group of related joint points is 
called a pointcut. The aspect, the modular unit in AOP, includes the set of pointcuts, 
joint points and advices related with the cross-cutting concerns that it implements. 
The way of specifying the instructions and the type of joint points available varies 
much depending on the AOP implementation in use. 

The recomposition process (Fig. I) that involves integrating the aspects with the 
traditional source code originating in one final application is called weaving. This 
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process can be made at various levels and at different periods in time depending on 
the implementation in use. 

I 
I 

Aspects 

~ /} 

Aspect 
I Weaver ::::====> 

I / Base 
Code 

/} 

Fig. 1. The weaving process 

3 AOP Implementations for PHP 

Final 
Code 

I 
I 

/} 

This section presents some available implementations of AOP for the PHP language 
and some practical examples of its applicability. 

We can consider that there are two main methods for the implementation of 
extensions to support AOP in PHP, the static one and the dynamic one. In the static 
method, the weaving process is carried through previously to the execution of the 
application, producing final PHP code that will be executed later. Tn the dynamic 
method, weaving is made dynamically, that is, in runtime without previous steps of 
source code generation to produce the final application. 

The methods used to implement each one can vary much, as we will see. To 
exemplify the integration of aspects, the Foo class is used (Listing I) and a logging 
aspect will be associated to the method bar. 

Listing 1. Class Foo 

class Foo 

public function bar() { 

echo "Inside bar ... "; 

$foo = new Foo; 

$foo->bar(); 
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3.1 Static Weaving 

The AOP extensions using the static weaving process make use of a pre-processor 
that applies code transformations, integrating the aspects and generating final PHP 
code for the application. Three implementations exist currently: PHP Aspect [5], 
aoPHP [6] and Transparent PHP AOP [7]. 

PHP Aspect. PHP Aspect, inspired by AspectJ and one of the most prormsmg 
solutions, extends the PHP language adding a set of instructions for the definition of 
aspects, pointcuts and advices. It uses a compiler (written in PHP) that carries all the 
source code transformations after being called on the command line. The compiler 
gets XML representations for the syntax trees (using Lex & Yacc [8]) and applies a 
set of XSL transformations originating in the final code. 

PHPAspect supports a varied set of joint points (method execution/call, attribute 
writing/reading, object construction/destruction and exception throwing), the before, 
after and around advices, and pointcut composition with logical operators. 

In Listing 2 we can observe an example implementing a logging aspect applied to 
method bar from class Foo defined previously. 

Listing 2. PHPAspect 

aspect Logging 

pointcut logFooBar:exec(public Foo: :bar(O ) ); 

after logFooBar { 

log("End of method bar."); 

aoPHP - Aspect-Oriented PHP. The aoPHP project uses a pre-processor written in 
Java that modifies PHP code applying the aspects defined in files with .aophp 
extension. For the pre-processor activation, it is necessary to substitute the traditional 
<?php (beginning of PHP code) for <?aophp filename= "aspect.aophp" in files 
where aspect integration is intended. 

In terms of joint points, aoPHP only supports functions, allowing before, after and 
around advices, and point cut composition with logical operators. A C version of the 
pre-processor is being developed in order to increase the performance and to 
eliminate the Java dependencies. 

Listing 3 presents an implementation of a logging aspect applied to the function 
foobar. 
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Listing 3. aoPHP 

<?aophp filename="logging.aophp" 

function foobar 

echo "Inside bar . .. "; 

II logging.aophp 

after(): exec(bar()) 

log("End of function bar."); 

Transparent PHP AOP. Transparent PHP AOP is a recent implementation where 
the weaving process is simplified and significantly different from the previous ones. 
The aspect definition is made with XML files, XAD (XML Aspect Definition) as the 
author calls them, which are integrated in the base code on first use. For this 
integration to occur, it is necessary to substitute the instructions used for file inclusion 
(require, require_once, include and include_once) by calls to the function require_aop 
(see Listing 4) indicating which aspect or set of aspects to weave. The referenced files 
are then compiled and stored in a cache folder for later use. The files are compiled 
whenever some change to the base code or aspect is made. 

Listing 4. Transparent PHP AOP - Aspect weaving 

require_once " .. lfunc.require_aop.php"; 

require_aop("class.Foo.php", "logging.xml"); 

$too= new Foo; 

$foo->bar(); 

This extension only supports method or function invocations as joint points and 
allows the before and after advices to be applied. 

In Listing 5 we can see an example aspect to implement the functionality of 
logging in method bar from class Foo. 
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Listing 5. Transparent PHP AOP - Aspect definition 

<?xml version="l.0" encoding="utf-8"?> 

<!DOCTYPE aspect SYSTEM" .. /aop.dtd"> 

<aspect> 

<pointcut auto="after" class="Foo" function="bar"> 

< ! [CDATA [ 

log("End of method bar."); 

l l > 

</pointcut> 

</aspect> 

3.2 Dynamic Weaving 

The extensions that implement this method use aspect weavers that work in 
application runtime, taking advantage of the interpreted nature of the PHP language, 
and weaving the aspects on demand. Four projects with totally distinct approaches are 
known: aspectPHP [9], AOP Library for PHP [10], MFAOP [11] and GAP (Generic 
Aspects for PHP) [12]. 

aspectPHP. This extension is a reimplementation of aoPHP in C language and a 
patch to PHP 4.3.10, allowing it to directly support AOP constructs natively with its 
interpreter. 

This project supports the same functionalities of project aoPHP and suffers from 
the same limitations. The biggest disadvantage is to work only with an obsolete 
version of PHP (4.3.10). 

AOP Library for PHP. This library, developed by Dmitry Sheiko [13], implements a 
very basic form of the AOP paradigm. Its use requires major changes to the base 
source code of the application, ignoring two fundamental principles of the AOP 
paradigm, quantification and obliviousness. 

The aspects are defined by instantiating objects of class Aspect and the definition 
of pointcuts through calls to the method pointcut. The only supported joint point type 
is the method invocation, to which can be applied the before and after advices. 

For the execution of the specified advices it is necessary to modify all class 
definitions and to place Advice::_beforeO in the beginning of each method and 
Advice::_afterO before the return as illustrated in Listing 6. 
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Listing 6. AOP Library for PHP 

class Foo 

public function bar() 

Advice: :_before(); 

echo "Inside bar ... "; 

Advice: :_after(); 

$logAspect = new Aspect(); 

$pcFoobar = $logAspect->pointcut("call Foo::bar"l; 

$pcFoobar-> after('log("End of method bar.")'); 

Aspect::apply($logAspect); 

MFAOP. The MF AOP extension is similar to the previously described project, with 
the advantage of not having to modify the methods of the original class definitions to 
allow the association of advice code. To make this possible, the authors used the PHP 
Classkit [14] extension allowing changes to class definitions to be made at runtime, 
for the creation of new methods or renaming existing ones. This implementation 
supports the before, after and around advices, applied to method invocations. 

Listing 7 illustrates the creation of a new aspect with MF AOP. 

Listing 7. MFAOP 

$pcFoobar = new PointCut(); 

$pcFoobar->addJoinPoint('Foo', 'bar'); 

$logAspect = new Aspect($pcFoobar, after, 'log("End of 
method bar.";'); 

GAP - Generic Aspects will be PHP. This is a project under development by 
Sebastian Bergmann, the author of PHPUnit [ 15] (software testing framework for 
PHP based on JUnit of Java), for the creation of an AOP extension that takes full 
advantage of the new functionalities made available by PHP 5, such as the Reflection 
AP! or the overloading methods _ cal/0, _getO and _setO. This project, which is 
not available for public consumption yet, uses the PHP Runkit [ 16] extension, a new 
and powerful reimplementation of the Classkit extension mentioned previously. 

In this implementation, the definition of aspects is obtained through the creation of 
classes whose methods correspond to the kind of advice to apply (before, after or 
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around). The creation of pointcuts and association of advice to the joint points is 
carried through with the aid of annotations that precede the class definition. 

Listing 8 shows the definition of a logging aspect that will be applied to method 
bar from class Foo. 

Listing 8. GAP - Generic Aspects for PHP 

/* @pointcut callPointCut : method(Foo->bar( .. )) ; 

* @after callPointCut : LoggingAspect->after(); 

*/ 
class LoggingAspect { 

public function after($joinPoint) 

log ( "End of method bar. ") ; 

4 Conclusion and Future Work 

This article presented various solutions and approaches to support the AOP paradigm 
in the PHP programming language. The implementations were classified as static or 
dynamic accordingly to the method used for the weaving process. In order to 
demonstrate each implementation, a practical example of aspect weaving was used, 
applying a logging aspect to a method of an existing class. 

The dynamic weaving approaches present the advantage of not needing a previous 
process of pre-processing or compilation in order to weave or integrate the aspects 
with the base code, augmented by the fact of being able to take advantage of the 
interpretive nature of the PHP language. These advantages alone are enough for one 
to realize that the dynamic weaving process is much more useful and powerful than 
the static one. Besides reducing development time by not having to deal with the pre
processing stage, allows, for example, applying aspects selectively in runtime 
depending on the result of some condition or event, like user input. 

Compared to the static weaving process, the dynamic also has its share of 
limitations mainly due to the lack of native AOP support by the PHP interpreter or 
PHP extensions. The dynamic AOP solutions are generally slower than their 
counterparts because of the overhead in managing the aspect weaving in runtime, and 
also, do not implement new language constructs (like PHPAspect does) to support the 
paradigm. 

From all the covered proposals, the most promising seems to be GAP, but 
unfortunately, at the time of writing, there is no public release available to test. 

The ideal solution would be for the PHP developers at Zend to add native AOP 
support on the next major version of PHP (version 6). Meanwhile, while we wait, the 
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emergence of a native AOP extension (or PECL module) could leverage the use of 
this programming methodology in the PHP community. 
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Abstract. User Interface model-based approaches usually make use of 
several component models of their own, like task model, abstract and 
concrete presentation models or application model, which are difficult 
to integrate in order to have a view of the whole that enable automatic 
generation of the UI. This paper presents a model-driven approach for 
deriving user interface abstract presentation models from the applica
tion's business logic model, which is represented in the form of UML 
class diagrams complemented with contracts in Vo~1 t +. A set of rules 
for mapping the business logic model onto a form-based user interface is 
sketched. An approach for leveraging the usability and user-friendliness 
of the UI generated is also presented, based on the generation of val
idation procedures from the methods' pre-conditions and the classes' 
invariants. The work reported is on-going work being developed in the 
author's doctorate investigation project. 

1 Introduction 

Software development processes have been using, for decades, software models 
that help software engineers cope with complexity, when analyzing the problem 
domain or designing a software solut ion. Software models capture relevant parts 
of the problem and solution domains and are typically used as a means of com
municating with the stakeholders (e.g .: clients, users, team members). Several 
software modeling methodologies have been developed. A review of the most 
popular methods and modeling techniques from the last 20 years can be found 
in [1]. 

Most of the methodologies use disparate views, or components models, to 
capture different aspects of the domain (task model, abstract and concrete pre
sentation models or application model) [2]. It is, often, difficult to understand 
the whole because the views of the parts do not integrate well, i.e. it is typi
cally hard to have an integrated view of every component models. This situation 
compromises the possibility of having code generated from the software models. 

Model-driven development approaches, like OMG's Model Driven Architec
ture1 (MDA), refocus the aim of modeling from human understandable to system 
recognizable [3]. Model driven development processes, typically based on formal 

1 "Model Driven Architecture" is a trademark of OMG. 
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or semi-formal (with a core suitable to unambiguous interpretation) specifica
tion methods, have already achieved some capabilities for automatic generation 
of code for some of the code layers (e.g., data layer, business logic layer, user 
interface layer). Tipically, the code for the data layer (e.g., database SQL script) 
can be fully generated from the model [4], and all or part of the code for the 
business logic layer can also be generated for a given platform. But the user inter
face layer has been forgotten in the efforts to achieve automatic code generation 
from integrated software models. User interface model-based technologies often 
produce UI models that do not integrate well with the core of the application. 
The user interface layer has to cope with complexities both from the application 
core and the user. 

The main contribution of t his paper is to provide a model-driven approach to 
the generation of default user interfaces, starting from the system's business logic 
model represented as UML class diagram along with class contracts in VoM++. 
The class of system models considered is restricted to data oriented (business) 
applications. 

The next section presents some concepts of modeling systems through con
tracts and model-driven development. Section 3 addresses the specification of 
contracts in VoM++ notation. Section 4 addresses the problem of derivating 
form-based user interfaces from design components' contracts. Section 5 con
cludes the paper and sketches some directions for future research. 

2 System modeling through contracts 

Design by Contract2 (DbC), aims at developing software that is trustable, in 
which people can rely on. In DbC, a contract is a means by which two cle
ments agree in an explicit roster of mutual obligation and benefits[5,6,7,8]. In an 
object-oriented setting, components and classes act as providers and clients of 
services. Through a contract, two components or classes agree in a protocol for 
communicating, that is, which methods are exported (publicly visible) by the 
intervaining classes, and also in the conditions that have to be met in order for 
the communication to happen. 

A contract not only specifies the protocol for instances of classes or com
ponents' communication, but also specifies, as will be seen in section 3, what 
conditions must the caller (client) assure in order to be allowable to call a given 
method and what conditions must the callee (provider) guarantee that hold after 
the method is returned. 

A contract may also specify conditions that must allways hold, as invariant 
conditions that are imposed to the state of a class' instances. 

DbC can be viewed as a means to develop a system's design model and , as 
it is abstractly but formaly defined, the room for ambiguity is strongly reduced, 
meaning that it may be machine understandable and that it may be used for 
model transformation activities. This way, DbC can be an approach to model
driven development. 

2 "Design by Contract" is a trademark of Eiffel Software. 
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Fig. 1. Domain Model of the Library System (taken from [2]) 

3 Contract Specification in Vdm++ 

In order to present the VDM notion of contract, the UML class diagram of 
a library system case study is borrowed from [2]. A UML domain model of the 
Library System is presented in figure 1. The domain classes' diagram is composed 
of« entity » classes that model objects identified in t he design process. In t he 
UML diagram presented , the methods are not specified. They will be specified 
later in the VDM notation. 

LibraryUser, Librarian, Borrower, Book, BookCollection, Loan, LoanCollection 
and BookCopy are the « entity » classes of the Library System. The contract 
associated to each class is not clear in the UML class diagram. OMG provides 
a language for the specification of such contracts, though, namely Object Con
straint Language (OCL). Nevertheless, due to the familiarity of the author with 
V oM/VoM++, in this paper, will be used the VoM++ notation. 

VDM+ + is an object oriented extention to the Vienna Development Method 
(VDM) notation. VoM is a formal method's language for t he specification of 
programs, developed in 1973 in the Vienna laboratory of IBM, which has been 
stated as an ISO standard (ISO/IEC 13817-1) in 1996 as VDM-SL[9]. VDM-SL 
enables the development of algebraic models, either purely functional or com
posed of modules with inner state. VoM++ adds t he notion of class and all its 
assotiated concepts (inheritance, encapsulation, information hiding, etc.) to t he 
abstraction facilities provided by VDM-SL. 

By using the VoMTOOLs©[l0,11], it is possible to create a complete docu
ment that incorporates both textual non-formal english descriptions of the sys
tem and the VDM-SL or VDM++ model, t hrough literate programming. 

In VoM++ , a class may have an inner state, purelly functional methods, 
called functions, or non-purelly functional methods, called operations. In purelly 
functional methods, t he return value depends only on the parameter values and 
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has no side effects, while in non-purelly functional methods, if they return a 
value, it may depend both from the parameters and the inner state of the class' 
instance, and it may, as a side effect, update the inner state. 

Both in VoM-SL and in VoM++ , specifications can be made at an abstrac
tion level where the semantic of the operators is fully specified or, at a higher 
abstraction level where the semantic of the operators is specified through pre
and post-conditions. Invariants can be specified over abstract data types or over 
modules' inner variables or classes' instance variables, depending on weather 
VDM-SL or VoM++ is being used. In the second case, specifications can be 
called contracts. 

Next is the VDM++ contract for class Book: 

class Book 
instance variables 

private author : char*; 
private title : char*; 
private year : Z; 
private describes : BookCopy-set; 
inv (self.year> 1900) /\ (self.year < 2050) 

operations 
public 

get-author () result : char* 
pre true 

post 
result = self. author; 
public 

get-title () result : char* 
pre 

public 
get-year () result : Z 

public 
set- author ( x : char*) 
pre true 

post 
self.author = x; 

end Book 

And, the VoM++ contract for class BookCollection: 
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class BookGollection 
instance variables 

private bookGollection : Book-set; 
inv V bl, b2 E self.bookGollection · 

bl.get-author() = o2.get-author () /\ 
bl.get-title() = b2.get-title () /\ 
bl.get-year() = b2.get-year () 

operations 

public 
addBook ( b : Book) 
pre -, 3 x E self. bookGollection · 

x.get-author () = b.get-author () A 

x.get-title () = b.get-title () /\ 
x .get-year () = b.get-year () 

post 

3 x E self. bookGollection • 
x.get-author () = b.get-author () A 

x.get-title () = b.get-title () /\ 
x.get-year () = b.get-year () 

end BookGollection 

The contracts specify what invariant conditions must allways hold in each of 
the classes, what (pre-) conditions must hold for each one of t he methods and 
what (post-) conditions must be verified after each method returns. For example, 
in class Book an invariant is defined that states that the value for year must 
be an integer greater than 1900 and less that 2050. Pre-condition of method 
addBook in class BookCollection states that the book being added to the book 
collection must not previously exist in the book collection. 

4 UI derivation approach 

For being able to systematize, and hopefuly automate, the generation of a user 
interface for a given system model, a set of mapping rules has been established 
for deriving a default user interface form from each of the classes, and a user 
interface navigation map from the assotiations between the classes. Figures 2 
and 3 show the mapping rules for a simple class, like BookCopy, and for a class 
with an aggregated class, like BookCollection. 

Figure 4 illustrates, for the three classes specified earlier for the library system 
case study, the rules for mapping the UML class model to forms-based UI. 

Each class gives origin to a form with a data entry field (e.g.: text box, or any 
other field for entering text), for each class' public attribute and/or each get
/set- methods pair. A get- method with no corresponding set- method originates 
a read-only output field (e.g.: non-editable text box). Each class also originates 
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Fig. 3. UI mapping rule for a class with an aggregation. 

a set of action fields (e.g.: buttons), namely New, Create/ Update and Delete, 
except those classes that only have one field that aggregates instances from an
other class. An aggregation of classes like the one between classes BookCollection 
and Book (BookCollection has an attribute which type is setofBook) originates 
a collection (multiple items) output field (e.g.: data grid) with an Edit action 
field (e.g.: button) for each object in that list. 

In order to better understand the UI generated by the mapping process, fig
ure 4k'shows a very concrete UI model. The widgets presented in this concretiza
tion/o\ the UI are only an example. The process shall generate not a concrete UI , 
but rather an abstract one using, for example, a notation for ai stract prototypes' 
like the one presented in [12]. 

Each class invariant may also originate a validation rule that shall run after 
each operation has finished. From each method\ pre-condition a validation rule 
may also be derived, that shall run before effectively running the operation "li,.. 
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F ig . 4 . User Interface abstract model for the classes BookColleclion, Book and 
BookCopy. 

code. Indeed, each method\ code shall only run if the validation rule succeeds, 
i.e. if the operation's pre-condition holds. Validation rules that only relate fields 
from the UI form, like the one derived from the Book's invariant, may run at t he 
UI layer. Rules that relate fields from the form with data from other instances, 
of the same or any other class, shall be coded as services from the business 
logic layer, and invoked from the UI layer. Examples of this last scenary are the 
validation rules that are derived from the BookCollection's invariant and from 
the BookCollection's addBook() method. 

5 Conclusions and Directions for Future Research 

Developing software systems through the specification of contracts may be under
stood as a model-driven development technique, in which the system is modelled 
using object oriented methods complemented with a Contract for each class. The 
contract involves the specification of logic conditions that must always hold dur
ing the lifetime of the class' instances and also of conditions that must be verified 
in order to be "legal" to invoke a given method and conditions that the method 
must guarantee that hold after returning. 

Invariants that guarantee the integrity of the system or component are par
tially implicit in the UML class diagram. For example, an instance of a BookCopy 
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referenced by a Loan, through attribute hasBookCopy must be a member of set 
attribute describes of an instance of class Book. This is no more than a foreign 
key constraint, implicit in the class diagram, but, in VDM++ , if one wants to 
specify a clear and explicit contract that crosscuts several classes, one has to 
create a structure (class) that aggregates everything else, and define the cross
cuting invariant in that top class. In [13,14] a study has been made of aspect 
contracts for contractualize crosscutting concerns, such as invariants that span 
several classes. 

From the classes' contracts, a set of mapping rules has been specified, in order 
to be able to systematize the process of generating form-based user interfaces. 
From the contracts' invariants and pre-conditions a set of validation rules may be 
derived for increasing t he usability of the generated user interface. Further study 
is needed to formally specify a mapping table from invariants and pre-conditions 
to validation rules at code level. 

Also, the specification of t he generated UI through Abstract Prototypes may 
not be sufficient for enabling an automation of the generation process. The ab
stract prototype, is only another model in the model t ransformation chain cre
ated by the model-driven development approach. A default and customizable 
concrete UI should also be generated, either driven by a usability knowledge 
based repository, by a given user model or historic usage model or by any other 
means. 

Several works [15,16] present UI generation approaches for executable XML
based user interfaces, but their start point is a declarative model of t he user 
interface, not a model of the system's business logic. Declarative User Interface 
Models (UIMs) provide an abstract description of the UI, that can be reused and 
can be refined to more concrete models. UIMs can be found at different levels 
of abstraction during the UI design process. UL\11 provide an infrastructure for 
allowing automated tasks in t he UI design and implementation processes. In 
[17] a comparative study between 14 model-based user interface development 
environments is presented. 

As referenced earlier, the approach presented herein starts from the (business 
logic) application model and obtains a default user interface abstract presenta
tion model. Also a default task model is implicit in the derived navigation map. 
Further study is needed in order to test and refine the mapping rules between t he 
application model (class contracts) and the UI model generated. Also, a default 
concrete presentation model along with the data validation rules, generated from 
the classes' invariants and the methods' pre-conditions, is something that the 
on-going work will try to achieve. 

The generated UI has several applications. One is the obvious generation of 
much of the work that is necessary to build a UI layer, that may be a posteriori 
customized. Other application is the easy UI prototyping of the contracts that 
may be used to validate and refine the contracts themselves, by the client or end 
user, before advancing in the model transformation process towards a complete 
and executable application. 

174 



Being based in the same complete application model that is used for deriving 
the data layer and the business logic layer, the presented approach for deriving 
a user interface layer, promotes a complete and integrated model of the system 
being developed. 
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Abstract. Although there are several methods to implement grapheme-to
phoneme conversion, most of them rely on previous alignment with some sort 
of human interaction. This paper presents a method based on a recurrent neural 
network that by the use of feedback (using previous outputs as inputs) can 
dismiss the previous alignment task, handling all the learning by itself, and 
achieving a phoneme success rate of more than 78% and a word success rate 
near 50%. 

Keywords: Grapheme-to-phoneme recurrent neural networks text-to-speech 

1 Introduction 

Speech synthesis is a major tool to improve the interface between machines and 
men. This type of systems, usually called text-to-speech (TIS), are constructed 
internally with 2 sub-systems: grapheme-to-phoneme conversion and voice synthesis. 
The first one is responsible to convert the written words to their correspondent 
phonetics, and the second one is responsible to convert the phonetics to an audio 
stream. 

Text-To-Speech System 

Text Grapheme-to
-phoneme 

Fig. 1. A Text-To-Speech System 

Phonetics Audio Stream 
t------t Voice Synthesis t-----

There are several ways to accomplish the grapheme-to-phoneme conversion. One 
way is to construct a big dictionary to store the maximum possible amount of words 
and the phonetics of each one, which may correspond to tens or hundreds of 
thousands of words. Another way to do the same is to create some method that do the 
conversion based on predefined rules or based on previous knowledge about how 
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2 Nuno Fonseca 

words are read. Pronunciation dictionaries have the advantage of giving almost the 
perfect phonetics for each word ( errors may appear when the same word could be 
read in different ways, depending on the context), but fail completely when they need 
to handle an unknown word. Besides that, they consume a big amount of memory that 
could be prohibitive on some devices (handhelds, etc). The rules/knowledge-based 
methods can handle any kind of word (even unknown ones), because they will apply 
the same knowledge they got from their previous learning. 1n this paper we will work 
on these second types of systems. 

One of the major difficulties with grapheme-to-phoneme conversion is that the 
grapheme (written word) and its phonetics (sequence of phonemes) may have 
different lengths. Although most letters correspond to one phoneme, there are others 
that may correspond to several phonemes, or even correspond to zero phonemes. 

IEjxjPILI AI I INI 
l l\ ~ ~ ~l ! 

I 1H I K I s I P I L IEvl N I 

Fig. 2. Words like "Explain" can include letters that correspond to I phoneme, letters that 
correspond to 2 phonemes and letters that correspond to O phonemes. Although there are the 
same number of letters and phonemes, they are not aligned. 

If the alignment were of I to I (one letter to one phoneme), the grapheme-to
phoneme conversion would be more or less trivial, by simply applying some sort of 
machine learning algorithms (decision trees, neural networks, etc). But this is not the 
case. As such, there are two possible approaches: using a previous alignment 
algorithm or use a method that could handle both (alignment and conversion). In the 
first case, most methods usually consider some kind of human intervention: full 
human work (all alignment made previously by someone [l]) or partial human 
intervention (someone enters some kind of alignment examples and the computer 
figure-it-out how to align the rest [2]). 

At the moment, several research work have been done using different types of 
machine learning method: pre-alignment (human seed) with decision trees[2], 
Feedforward neural networks with [l] or without [3] previous (human) alignment, 
Hidden Markov Models [4] (without pre-alignment). 

This paper presents a recurrent neural network that handle grapheme-to-phoneme 
conversion without any type of previous alignment processing. Section 2 presents the 
model and the major decisions, section 3 present the tests and results, section 4 
discuss the obtained results and section 5 presents the conclusions and future work. 
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2. Approach 

Since most Text-to-Speech systems run in real time, the grapheme-to-phoneme 
conversion must be done in a very small amount of time, which discards some 
machine learning approaches (genetic algorithms, etc). Neural Networks (NN)[5] are 
one of the most used machine learning methods, and although they need a large 
amount of time for learning proposes, they are able to give "answers" in a very quick 
time. NN results are mainly dependent of its architecture, the right choice of inputs 
and learning process. 

In most languages (including English) the relation between letters and phonemes 
are not direct~ (for instance, we can not simply create a table with letters and the 
phonemes to be used with each one). The right phoneme depends on the letter, but 
also on the letter's neighborhood. Most grapheme-to-phoneme systems consider that a 
neighborhood of 3 letters before and 3 letters after the current letter is sufficient to 
guess the right phoneme [ I ][2]. 

For representation proposes lets consider L(t) as the current letter, L(t+n) as the nth 

letter after the current letter, L(t-n) as the nth letter before the current letter. 
As such, we could use these 7 letters (current letter and neighborhood of ±3 letters) 

as inputs of our neural network, but only, if we already had the alignment problem 
solved (as in [ 1 ]). To create a neural network capable of handle misalignment, a 
decision as made to use recurrent neural networks (RNN)[6], e.g., neural networks 
that use feedback, linking previous outputs as inputs. This additional input will help 
the NN to handle misaligned letters/phonemes. 

Outputs 

Hidden Layer 

lntputs 
I (t-1) l(t) 

•· 
l(t+1) Outputs (t-1) 

Fig. 3. Recurrent Neural Network architecture used to do the grapheme-to-phoneme 
conversion. 

Since there are 26 different letters in the English language, each input letter is 
represented by 26 different inputs (only one of these 26 inputs is activated at each 
time). In the output layer, there are 40 outputs, each one representing a different 
phoneme (39 phonemes) and one representing the end of phoneme sequence. The 
output with the higher value is chosen as the right phoneme. The number of hidden 
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units is equal to the number of inputs and sigmoid is used as the activation function. 
Both inputs and target outputs use values of 0.1 (0) or 0.9 (I). 

Although there is some sort of feedback, this feedback is made of outputs, which 
have perfectly defined targets to compare with, which mean that a standard back
propagation algorithm is sufficient. All learning is done using online weight changes 
(weights changing in each interaction). 

Figure 3 shows the architecture of the NN, where it is clear that end up to be a 
mixture of a Jordan Neural Network (outputs connected as inputs in delay) and a 
Time Delay Neural Network (inputs delayed in time) with look ahead feature (t+n). 

This neural network is capable of presenting only a phoneme at a time. To get the 
complete phoneme sequence, the neural network must be run in sequence. Table I 
shows an example of the sequence used to learn/test the word "explain". 

Table 1. The representation over the time of the sequence of learning/testing for the word 
"explain". 

Inputs Target 
L(t-3) L(t-2) L(t-1) L(t) L(t+ I) L(t+2) L(t+3) Out(t-1) Output 

E X p L IH 
E X p L A lH K 

E X p L A I K s 
E X p L A I N s p 
X p L A T N p L 
p L A I N L EY 
L A I N EY N 
A I N N 

3. Tests 

The presented RNN was implemented in C++ and both learning and tests were 
made using the pronouncing dictionary from CMU [7] - 70% for learning and the rest 
30% for testing proposes. This dictionary, that doesn't have any kind of alignment 
information, has 125.000 words in English and their phonemes, and had been used as 
a reference in many papers in grapheme-to-phoneme area. 

Nevertheless, this dictionary presents two major issues. First of all, it includes 
several acronyms, "words" that don't contribute for a good learning process (for 
instance "AAA" that is read as "triple A"). Secondly, the dictionary also includes for 
some words, several available phonetics, since the same word can be read in different 
ways, which raise some questions about how to handle them in the test set. 

To resolve the first issue (acronyms), and since it was not possible to verify all 
words on the dictionary, the decision as made to verify only the words that presented 
a big discrepancy (>=2, in this case) between the number of letters and the number of 
phonemes (words like "AAA"/"triple A"). All acronyms found in this verification 
process were simply removed from the dictionary. 
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Regarding words with several different phonemes, it was chosen to remove them 
from test-sets, a lthough they continue to be used in the learning process. Since most 
words have several letters, the learning set (70% of CMU dictionary) have almost 
900.000 different phonemes situations, which in a NN of this size (60.000 different 
weights) may turn out to be a very slow process. Table 2 present tests made with 
several learning set sizes. 

Table 3 shows the results of the tests made with the recurrent neural network with 
and without feedback, using the full learning set (70% of CMU dictionary) for 
learning and tested with full test set. Results are presented both with percentage of 
correct phonemes, and percentage of correct words (considering a correct word as a 
word made entirely of corrected phonemes). 

Table 2. Different learn set sizes. Regardless of the learning set size, tests were made with 30% 
of (7). 

Learn Set Size 
0.7% of 17) 
7% of [71 

10% of 111 

Correct phonemes 
58.724% 
71.105% 
78.877% 

Table 3. Tests made with and without feedback 

Full Learn Set (70%) 
With feedback 

Without feedback 

4. Discussion 

Correct phonemes 
78.877% 
69.622% 

Correct words 
17.744% 
35.350% 
48.213% 

Correct words 
48.213% 
26.133% 

It is obvious that the percentage of correct words is always smaller than the 
percentage of corrected phonemes. 

Also, as expected, the use of feedback increases the number o f correct phonemes. 
Regarding the global results, and doing a comparison with other grapheme-to

phoneme methods [1][2][3][4], it can be shown that this method present worst results 
(most methods guess between 85% to 90% of phonemes). Nevertheless, most of these 
grapheme-to-phoneme methods use some kind of human interaction to align letters 
and phonemes. 

5. Conclusions and future work 

This approach presents several positive characteristics: all learning process can be 
done without any type of human knowledge or intervention; it requires small amount 
of memory; and it provides response in a quick time. 

Although many techniques present better results than the ones in this paper, that 
doesn't mean that this type of architecture should be abandoned. 
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There is a large amount of work to be done to improve the results, such as explore 
different recurrent neural networks architectures (Elman, Jordan, fully/partial 
recurrence, etc) and different back-propagation methods (BPTT, etc.); apply different 
learning methods (batch/stochastic). Also, since the learning process is very time 
demanding, longer learning time tests need to be made. 
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Abstract. Object-oriented frameworks are a powerful technique for large-scale 
reuse but they often require a lot of time to learn how to effectively reuse them, 
especially when the available documentation is poorly written, lacks detail and 
is clearly outdated. Frameworks usually encompass several design pattern 
instances as these provide good generic solutions to recurring design problems, 
thus becoming the building blocks for adding flexibility and extensibility. This 
paper presents an approach for recovering these building blocks, through a 
semi-automatic reverse engineering multi-phased process that recovers design 
elements of increasing level of abstraction. A supporting tool was developed 
and validated over the JUnit framework. 'Ibis approach helps on understanding 
a framework's design by providing useful intermediate results (hot spots, 
metapatterns and design patterns), improving the learning process and 
supporting an effective design and code reuse: a framework' s main goal. 

Keywords: Framework understanding, design patterns, design recovery, 
framework documentation, reverse engineering. 

1 Introduction 

Frameworks are a powerful technique for large-scale reuse that helps developers 
to improve quality and to reduce costs and time-to-market [9]. However, before being 
able to reuse a framework effectively, developers have to invest considerable effort on 
understanding them, especially first time users, because its design is often very 
complex and hard to communicate, due to its abstractness, incompleteness, 
superfluous flexibility, and obscurity [22]. Good design and implementation are 
therefore necessary pre-requisites for successful framework reuse, but not sufficient. 
Although not always recognized, good documentation is another important pre
requisite, as it can significantly help on the process of learning new frameworks. 

The problem with documentation is that producing good quality documentation 
for a framework is hard, costly, and tiresome, especially for large frameworks or 
when not supported by appropriate tools and methods [ 17]. 

Approaches to help on framework understanding focus on existing artifacts, such 
as framework code or existing instantiations, relieving developers from the creation of 
additional artifacts, and therefore saving considerable time and effort. Among these 
approaches we can include software visualization and reverse-engineering techniques. 
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Reverse engineering techniques concern on how to extract relevant knowledge 
from source-code and other existent artifacts and present it in a way that facilitates 
comprehension, by showing components and its relations at different levels of 
granularity and abstraction using many forms (i.e. patterns, models, beacons, idioms, 
call graphs and control flow diagrams). 

Considering the issue of framework understanding, focusing on its effective reuse, 
this paper presents an approach for recovering framework design, namely design 
patterns. Design patterns proved to be extremely useful artifacts to capture design 
experience and enclose meta-knowledge about a framework's flexibility. 

The presented approach relies on a semi-automatic reverse engineering multi
phased process that recovers design elements of increasing level of abstraction, 
already presented in [I l]. This paper summarizes the approach and its supporting tool 
and presents results and possible perspectives for future work. 

2 Frameworks and Design Patterns 

Frameworks are considered a powerful reuse technique because they lead to one 
of the most important kinds ofreuse, the reuse of design. 

The main concern of framework design is to separate the aspects that are invariant 
along several applications in a domain - the frozen spots - from the other domain 
aspects that vary among applications and thus must be kept flexible and customizable 
- the hot spots, also called variation points [ 14 ], (22]. 

The key elements used to design a framework can be divided in three levels of 
abstraction: template-hook mechanisms, metapatterns, and design patterns. There can 
be other artifacts present in a framework (29], but for the purpose of the approach 
here presented, these three levels are sufficient. 

The possible ways of composing templates and hooks in the variation points of a 
framework were enumerated and presented in (22], (23] under the form of a set of 
design patterns, called metapatterns. These are a useful abstraction that can be applied 
to categorize and describe framework hot spots on a metalevel and are repeatedly 
found in design patterns. 

A design pattern is commonly defined as a generic solution to a recurring design 
problem that might arise in a given context (3], [ 15]. Design patterns are extremely 
useful to provide flexibility and extensibility, and are particularly good to document 
frameworks because they capture design experience and enclose meta-knowledge 
about how the flexibility was incorporated. 

Generally, it is preferred to attach metapatterns to design patterns, and design 
patterns to concrete participants that instantiate them, instead of attaching 
metapatterns directly to concrete participants, mainly due to the redundancy 
introduced and the level of detail being too fine to be useful. 
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3 Related Work 

On the subject of recovering design patterns (DPs), several reverse engineering 
approaches have been developed in recent years. These range fi'om automated 
detection tools to pattern extraction heuristics, all with variable outcomes regarding 
availability, flexibility, effectiveness and efficiency. These approaches have been 
briefly reviewed and are summarized below. 

The Pat (19] system is a design recovery tool for C++, which uses a PROLOG fact 
base for formalizing design patterns and matching them upon C++ header files, using 
the PRO LOG inference engine. The lack of semantic information affects dealing with 
behavioral patterns. 

KT (5] reverse-engineers design diagrams fi'om SmallTalk code and matches it 
against a both static and dynamic model of design patterns. The detection methods 
are, however, hard-coded into the tool, hindering its flexibi lity. 

Through a Pipes&Filters style, Seeman and Gudenberg (24] use a successive step
like approach to recover DPs fi'om Java. Each step uncovers information of different 
layers of abstraction, based on inheritance, method calling and naming conventions, 
and is successively transformed into a matching-ready form for a final matching task. 

The SPOOL [ 18] reverse engineering environment, aimed at industrial 
development, has three-tier architecture: object-oriented database, repository schema 
and end-user tools. These layers provide storage, knowledge representation (both 
static and dynamic) and visualization, and specific domain tools for design pattern 
recovery, all in an integrated environment. 

By matching a source-code instantiation of a predefined meta-model against 
design pattern representation in that same meta-model, Albin-Amiot and Gueheneuc 
(2] rely in both structural and behavioral information to uncover existing design 
patterns. 

JBOOTRET (20] approach intends to separate data extraction from information 
representation, thus preventing repeating the analysis process for each higher-level 
model extraction. It parses C++ code through a data extractor, mediated by a 
knowledge manager and shown upon an information presenter. These three major 
components are designed with a fine degree of flexibility to adapt to other languages. 

Heuzeroth et al. [ 16] developed an automated step-by-step process that fi lters 
tuples of program elements such as classes, methods or attributes, which conform to 
certain design patterns rules. Despite combining both static and dynamic analysis 
(code construction and runtime behavior), the user has to intervene to verify the 
results. 

SPQR (25] is a Pipes & Filters based approach where the source code is 
progressively filtered and converted into intermediate notations until it finally reaches 
a state suitable for formal proof assertions of design patterns. This process requires an 
extensive formalization of the design patterns made a priori, based on its structures 
and relationships between its components. Its representation relies on production 
rules. It is relevant to point out the reasonable high-abstraction level of this approach, 
similar to the metapattern level. 

DPVK (28] is a reverse engineering tool to detect design patterns in Eiffel source 
code. This approach relies on a phased process starting on a static behavior analysis of 
candidate design patterns and ending on a dynamic behavior analysis. It relies on 
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information stored in a repository where the design patterns have previously been 
catalogued according to those two aspects of behavior. It presents itself as a plug-in 
for IBM's Eclipse development environment. 

Reviewing these approaches emphasized a number of aspects to be considered 
while developing a design patterns recovery approach. These were: 

Formalization. An adequate formalization of design patterns improves the detection 
of its components, whether structural or behavioral. 
High-level of abstraction. Formalization must address high-level abstractions first. If 
only low-level abstractions are formalized, the detection process will be short-sighted 
and pattern variations would have to be included. 
Harnessing behavioral iriformation. As a complement to structural information 
(classes, attributes, methods), behavioral information (method invocation, 
generalization, delegation, etc.) is a vital key for the effectiveness of the recovery 
process. 
Flexibility. Allowing for the extension of the pattern knowledge base to accommodate 
new discovered patterns widens the applicability of the process and its adaptation to 
specific domains. 
Clarity and traceability. Besides providing the user with a clean and clear view over 
the results, it is equally important to provide traceability back to the source-code and 
between intermediate results, if they exist. 
Iterative, intermediate results. Without full-proof detection heuristics (mainly due to 
the nature of design patterns, implementation variations and overlapping of common 
concepts), adopting a phased, iterative process with added-value intermediate results 
is preferred to a one-step fully automated detection process. 

4 Design Recovery Approach 

As described earlier, associations of templates and hooks can be mapped to 
metapatterns, which capture the essence of design patterns by emphasizing the 
flexible aspects of these elements. Taking these facts into consideration, we have 
devised a high-level reverse engineering process to detect design patterns [ 13). 

At its conception the process had the following goals: 
I. To adopt an approach based on metapatterns, where each step of the process 

delivers clear and relevant information about the possible reusability of an object 
oriented software system. 

2. To use a representation for design patterns based on its composition of 
metapatterns. It should be generic enough to be able to represent any design 
pattern, whether already discovered or yet to unfold. 

3. To provide automation and tool support, by developing a tool to automate 
the reverse engineering process, and be flexible, interactive and capable of 
visually deliver its results to the user. 

186 



Formalization 

According to Tourwe [27], tool support involving design patterns requires, first of 
all, a formal definition of those design patterns. A good abstraction is therefore 
mandatory and metapatterns provide exactly the kind of abstraction required to define 
design patterns. This approach uses a formal representation of metapatterns developed 
by Tourwe. In his work, a formal model for representing metapatterns is presented. 
An example is shown below: 

unificationFundamentalMP(H,H: :Mt,H: :Mh) with: 
participants: 

Phases 

hookHierarchy(H) 
templatemethods(H::Mt) 
hookmethods(H: :Mh) 

constraints: 
understandsMessage(root(H), H: :Mt) 
definesMethod(root(H), H: :Mh) 
understandsMessage(leafs(H), H: :Mh) 
invokes (H: :Mt, H: :Mh, self) 

The process starts from the source code, be it a snippet, a module, package, 
component or an entire framework, and progressively evolves, step by step, unti l 
reaching the desired detail of information about the framework design. Each 
consecutive step delivers concrete results, such as: templates, hooks, hot spots, and 
instances of metapatterns and design patterns. The approach relies on probing the 
source code for variation points and successively grouping them into structures of 
increasing level of abstraction. 

Template and hook methods are identified and grouped into hot spots and 
metapatterns, which are then used to identify instances of design patterns. This is 
done with some level of certainty, based on a knowledge base of existing pattern 
definitions. Each and every step will produce intermediate value-added results, 
providing elements to complement or generate new documentation over the identified 
framework variation points, possibly in several formats, such as UML [2 I], Javadoc 
[26], XS Doc [1 ], or SVG [ I OJ. 

The phased process unfolds as depicted in Figure I, each step leading into the next 
level of abstraction and presenting itself with deliverable results. 

G:L,~s_o_u_rc_e_c_od_e~ LJ--i _ parsing 
Hotspots 
detection 

Metapatterns 
detection 

Documentation production 

Fig. I. Phases of the design recovery process 

Design Patterns 
recognition 
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5 JFREEDOM Tool 

To support our reverse engineering approach, a semi-automated tool was 
developed [11 ]. Existing available tools don't address reusability information in such 
a straightforward manner and are rather available for use. 
The main concerns regarding the development of this tool were to make it: 

• Flexible, i.e., it should be pluggable into an integrated development 
environment. 
• Interactive, i.e., the user should be able to control its process and customize its 
behavior and preferences. 
• Able to generate visual information, whether graphics or text, to store the 
produced data. 
As a result, JFREEDOM was conceived as an Eclipse plug-in, whose architecture 

is depicted in Figure 2 
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.J Patt.em, tonnal dfflntuon 
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~ ·-
i11 XML XSOoe, Jmdoc. SVC 

Fig. 2. JFREEDOM's Architecture 

The tool was developed in Java, using the TyRuBa inference engine [7] as a 
source code fact base. The TyRuBa engine was developed in conjunction with JQuery 
[8], a query-based code browser plug-in for Eclipse. It is defined as a set of TyRuBa 
predicates which operate on facts generated from the Eclipse JDT's abstract syntax 
tree. 

To speed up development, the second step of grouping templates and hooks into 
hot spots was done directly using the IDT Search Engine, by the HotSpotter [ 12] 
module. 

The subsequent modules, Metapattems detector and Design Patterns recognizer 
use the inferred results from TyRuBa to produce their own. To this aim, the formal 
definitions of metapatterns and design patterns that uses Tourwe's work, were 
translated to facts and rules into TyRuBa's knowledge-base. The tool's source code is 
available upon author's contact. 
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6 Case-Study and Experimentation: JUnit 

The JFREEDOM tool was tested, verified, and validated using the JUnit 
framework. JUnit (4] is an open-source framework for unit testing of Java source
code. It is build based on the xUnit [6] architecture and was originally develop by 
Erich Gamma and Kent Beck. Its most important features include: assertion of 
expected results; "Test fixtures" for test grouping; "Test Suites" for test serialization 
and a text and graphical user interface for test execution. 

While applying the tool to the JUnit framework, it uncovered the following 
metapattern instances: 

• I recursion fundamental metapattern instance; 
• 28 connection fundamental metapattern instances; 
• I hierarchy fundamental metapattern instances; 
• IO creation fundamental metapattern instances and 
• 21 unification fundamental metapattems instances. 

Through a preliminary inspection of the results, the authors could identify some 
expected GoF [ 15] design pattern instances fi-om their recovered candidate 
metapattern instances, namely Template Method, Factory Method, Decorator and 
Composite. An example of the Decorator recovered pattern is shown in Figure 3. 
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-~~ 
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• I P'¥f.ychyFu,d.-Jmett:a1Mtta-patt,.~(I~ 
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Fig. 3. Decorator pattern recognized by JFREEDOM 

A further analysis of the results led to pinpointing some positive aspects ... 

• Highlighting oftheframeworkflexibility areas. By showing where metapatterns 
instances are located, the user has a clearer scope of the fi-amework' s flexibility 
points. 
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• User intervention and fast traceability. It proved to be quite easy to find out 
what design pattern could be present around a certain discovered metapattern 
instance. 

• Design pattern documentation support. The fast access to design pattern oriented 
in-tool documentation greatly improved the process of inspecting the results and 
match them to design patterns. 

and less positive aspects ... 

• Generic containers. The tool can't cope with generic structures which can 
contain any kind of instances. This hinders the detection process and prevents 
detection of some patterns and their variations ( e.g. Composite). 

• False candidates. There are quite a few false candidates, which could be marked 
as such and removed from a next iteration. 

• Result ordering. The order by which the components of each metapattern 
instance appear could be better suited for traceability purposes. 

Overall, JFREEDOM assisted on identifying and restricting JUnit flexibility "hot 
spots" by showing where metapatterns instances can be found. The quick and easy 
code inspection around these elements provided the user with a fast assertion of the 
design patterns present in the source-code, thus improving the framework 
understanding process. 

6 Conclusions 

In order to efficiently understand a framework, one must be aware of its design, at 
different levels of abstraction. Most commonly, the accompanying design 
documentation of frameworks is poor or even inexistent, thus leading to a steep 
learning curve. 

Uncovering the design of an existing framework is a hard and tiresome task, 
therefore an automated aiding tool comes in order. Several solutions exist to this 
problem, yet none deals with the aspect of reusability in a clear, straightforward 
manner, and are unable to provide useful intermediate results. 

The approach proposed focuses purely on identifying the elements responsible for 
providing framework reusability and flexibility, at various levels of abstraction. 
Aimed at obtaining the same results as other existing approaches it provides however 
usable intermediate results (hot-spots, template-hooks, and metapatterns), even if the 
final results (design patterns) aren't sufficiently accurate. 

The proposed multi-phase process supports itself on the concept of metapatterns, a 
meta-level representation of an abstract design pattern that describes the relationship 
between the elementary template and hook methods. 

The automated tool aimed at supporting the proposed approach, being flexible, 
interactive and visually delivering its results to the user. An Eclipse plug-in was 
decided to be the preferred way to satisfy such requirements. 
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The experimentation with JUnit proved its usefulness and applicability and also 
revealed some limitations and room for future improvement. 

6 Future Work 

Both the design recovery approach and the developed tool have space for 
improvement and several directions for future work. A few guidelines to follow are, 
for example: 

• Refine the last phase of the recovery process to rely on a formal definition of 
design patterns. That is, improve the design pattern formalization language. 

• Extend the knowledge-base to hold more definitions of design patterns for 
recovery. 

• Try to solve the "generic container" tool limitation. 
• Enhance user's intervention to improve results, and diminish false candidates at 

early iterations. 
• Introduce dynamic analysis techniques to improve the recovery process. 
• Adapt the recovery process to support program understanding cognitive tasks. 
• Use alternative and more adequate software visualization techniques. 
• Directly support a round-trip process of documentation production. 
• Recover other kinds of framework artifacts, like architectural primitives [29], 

beacons, idioms, etc ... 

As a jumpstart point for a future PhD work, the main idea is to try and evolve both 
the approach and tool to support a more extensive framework understanding process. 
How do users actually learn how to use a framework? What cognitive processes do 
they undertake? Is there a way to automatically support some or all of these 
processes? To knowledge, there are several cognitive ways of learning and reading a 
framework or software system. Assessing which ways are there and how they can be 
supported could improve the overall learning process. Associating software 
visualization techniques with the recovery of software artifacts may prove to be a 
successful combination. 

References 

I.Aguiar, A., David, G. and Padilha, M.: XSDoc: an Extensible Wiki-based Infrastructure for 
Framework Documentation. In E. Pimentel, N. R. Brisaboa, and J. G · omez, editors, JISBD 
(2003), 11-24. 

2.Albin-Amiot, H. and Gueheneuc, Y.-G.: Meta-modeling design patterns: Application to 
pattern detection and code synthesis. In B. Tekinerdogan, P. V. D. Broek, M. Saeki, P. 
llruby, and G. Suny'e, editors, proceedings of the 1st ECOOP workshop on Automating 
Object-Oriented Software Development Methods. Centre for Telematics and Information 
Technology, University ofTwente (200 1) 

3.Alexandcr, C., Ishikawa, S. and Silverstein, M.: A Pattern Language. Oxford University Press 
( 1977). 

191 



4.Beck, K. and Gamma, E .. Junit homepage (1997). Available from http://www.junit.org. 
5.Brown, K.: Design reverse-engineering and automated design pattern detection in Smalltalk. 

PhD thesis, North Carolina State University ( 1996). 
6.Beck, K.: Simple Smalltalk Testing with patterns, (2003). URL: 

http://www.xprogramming.com/testfram. htm. 
7. De Voider, K .. TyRuBa llome Page (2004). Available from http://tyruba.sourceforge.net/. 
8. De Voider, K.: JQuery Tool I lame Page, 2004. Avai lable from 

http://www.cs.ubc.ca/labs/spl/projects / jquery/. 
9. Fayad, M. E. and Schmidt, D. C. ( 1997). "Object-oriented application frameworks". 

Communications of the ACM 40(10), 32- 38. 
I 0. Ferraiolo, J. et al.: Scalable vector graphics (SVG) 1.1 specification, w3c recommendation, 

January 2003. Available from http://www.w3.org/TR/SVG 11. 
11. Flores, N. and Aguiar, A. : "JFREEDOM: a Reverse Engineering Tool to Recover 

Framework Design" in 1st International Workshop on Object-Oriented Recngineering, 
ECOOP'05, Glasgow (2005) 

12. Flores, N. et al.: HotSpottcr: : using JavaML to discover hot-spots. In Proceedings of 
XATA 2005, XML: Aplicai;:oes e Tecnologias Associadas (2005). 

13. Flores, Nuno: Engenharia Reversa de Padroes em Arquitecturas Rcutilizavcis, MsC thesis, 
MEI, FEUP (2006). Available from www.fe.up.pt/- ntlorcs/pmwiki/pmwiki.php/FEUP/MsC 

14. Fontoura, M. et al.: The uml profile of framework architectures (2000). 
15. Gamma, E. et al.: Design Patterns - Elements of reusable object-oriented software. 

Addison-Wesley, 1995. 
16. Heuzeroth, D.: Automatic design pattern detection. In Proceedings of 11th IEEE 

International Workshop on Program Comprehension (2003), 94-103,. 
17. Johnson, R. : Documenting frameworks using patterns. In A. Paepckc, editor, OOPSLA'92 

Conference Proceedings, ACM Press (1992), 63- 76. 
18. Keller, S. R. et al.: Pattern-based reverse engineering of design components. In Proceedings 

of 2 1th Conference on Software Engineering ( 1999), 226--235. 
19. Kramer, C.: Design recovery by automated search for structural design patterns in object

oriented software. In Proceedings of the Working Conference on Reverse Engineering, 
( 1996), 208- 215. 

20. Mei, F. Y. H. and Xie, T.: Jbooret: an automated tool to recover oo design and source 
models. In Proceedings of 25th Annual International Computer Software and Applications 
Conference (2001), 61-76. 

21. OMG. Unified modeling language (2003). Available from http://www.omg.org/uml. 
22. Pree, W. : Design Patterns for Object-Oriented Software Development. Addison-Wesley / 

ACM Press ( 1995). 
23. Pree, W.: Hot-spot-driven development. In Building Application Frameworks - Object

Oriented Foundations of Framework Design, John Wiley & Sons, (1999), 379-394 .. 
24. Seemann, J. and Gudenberg, J. W.: Pattern-based design recovery of java software. In 

SIGSOFT '98/FSE-6: Proceedings of the 6th ACM SIGSOFT international symposium on 
Foundations of software engineering, New York, USA, ACM Press ( 1998), 10---16 

25. Smith, J . and Stotts, D.: Spqr: Flexible automated design pattern extraction from source 
code. In In 18th IEEE International Conference on Automated Software Engineering (2003). 

26. Sun Microsystems. Javadoc Tool Home Page, 2003. Avaliable from 
http://java.sun.com/j2se/javadoc/. 

27. Tourwe, T.:Automated support for framework-based software evolution, PhD thesis (2002). 
28. Wang, V. T. W.: Dpvk - an eclipse plug-in to detect design patterns in eiffei l systems. In 

Department of Computer Science, York University, Toronto, Canada (2004). 
29. Zdun, U. and Avgeriou, P.: Modeling architectural patterns using architectural primitives. 

In Proceedings of the 20th Annual ACM SIGPLAN Conference on Object Oriented 
Programming, Systems, Languages, and Applications.OOPSLA (2005). 

192 



An Approach to Modelling Informal Communication in 
Business Networks 

Firmino Oliveira Silva 1, Joao Jose Pinto Ferreira1 

1 faculty of Engineering, University of Porto 
Rua Roberto Frias, s/n 

4200-465 Porto, Portugal 
{pro06015, jjpf}@fe.up.pt 

Abstract. Nowadays, business market forces enterprises to make fast decisions 
for taking advantages upon opportunittes. Many times, the strategic 
partnerships among enterprises are the only way to provide a fast response to 
those opportunities. This paper develops in a context in which enterprises have 
to establish negotiated agreements for successful networking among business 
partners. To this end, enterprise organizational structures, supported by 
adequate infom1ation systems, should enable the fast deployment of negotiated 
decisions. A considerable number of these decisions will be the result of 
negotiation processes, typically informal processes, for which there is no 
information system support capable of not only supporting the actual 
negotiation process but also enable its effective deployment in the organinuion. 
In this paper we propose an approach to modelling enterprise informal 
communication interaction in a negotiation setting. The proposed modelling 
framework is briefly introduced as well as its rationale in the enterprise 
collaborative environment fostering the support of informal communication 
across enterprise borders both at tactical and strategic management levels. 

Keywords: Enterprise integration, Networking, Collaboration, Negotiation. 

J Introduction 

The heavy competitive pressure of the market forces all competitors to design 
strategics of continuous adaptation to business environment, creating agile and 
flexible structures for responding, with the highest total quality level, to market 
demands. Under a competitive and dynamic business environment, the move to agility 
requires the ability to respond to unanticipated change [I] in a way to guarantee the 
interconnection with the remaining players, as each enterprise operates in the market 
as a node in the network of suppliers, customers, service providers and partners [2]. 

This environment further enhances the need for the interaction between the 
enterprise and its business partners in order to collaborate together against an 
increasingly aggressive competition. In fact, interaction is realized at different levels, 
strategic, tactical, operational and real-time [3]. In this context we could further detail 
that upper level interaction among enterprise partners tend to be informal, whereas the 
proximity of enterprise operations (e.g. Production) tend to allow information systems 
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and business process integration to reign and provide IT support to this daily 
operation. In this paper we address the upper layers of the enterprise management 
where informal interaction both within and across enterprise borders are the rule and 
where negotiation among partners is a normal activity along any business cycle. 

This informal process communication, usually recorded as in meeting or 
negotiation minutes, is not supported by any integration technology which is a mean 
of difficulty, at least, when we want to rapidly recover the information within the 
context it happens. Significant problems [4) with information from multi informal 
communication channels, makes management and history analysis almost impossible. 

In this paper we present a rationale and an approach to a model that structure the 
informal process of decision communication at the highest level of the organization, 
fostering the support of informal communication across enterprise borders both at 
tactical and strategic management levels. 

This paper is organized as follows: chapter 2 frames the problem to be solved by 
framing its scope and context by integrating several enterprise integration concepts 
and reference architectures. This approach ensures the application generality of the 
concepts to be developed in the following chapters. Chapter 3 defines the approach to 
modelling the informal communication along the business negotiation process. At the 
end of this paper we present the conclusions and the future work to be developed. 

2 Framing the Problem 

The concept unfolded in this paper started in the analysis of how to use the Zachman 
Framework in the context of enterprise modelling and integration [5] where time is to 
be explicitly modelled. 

Fig. I illustrates a first approach to time integrate in the Zachman Framework from 
a life-cycle perspective. 
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Fig. 1. Mapping the Zachman perspectives to the life cycle phases of G ERA 
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In fact, this clearly pictures that depending on how the enterprise evolves, one 
could go through either a full engineering of the enterprise entity (i.e. enterprise 
production line), or through a simple continuous improvement process. Moreover, this 
further enhances the Zachman view by implicitly introducing the GERAM Enterprise 
Modelling and Integration Services, where model reuse from modelling time to 
execution time is the key to a successful integration deployment. 

This flexibility of representation fails, however, to tackle the actual operation time 
where decisions have different sliding time horizons. To th is end, [6] introduces the 
time horizons from the GRAI Integration Methodology [3] and looks in particular at 
the business model layer of the Zachman Reference Architecture, which, in fact, maps 
to the requirements phase of the GERA Entity life-cycle [7]. Fig. 2 pictures this view 
by illustrating that the Zachman Business Model layer can be structured from 
different perspectives, Strategic, Tactical, Operational and Real-time. This further 
illustrates that model reuse can, and should, be promoted through the so-called 
Enterprise Modelling and Integration Services. 

Enterprise GFR;. ,.~,- ~ i ·~" 1 
...-z:::::::;:===;:::::::::::::::::;====;::::===;:===;-J~.~-'"""""'· 

Strategic ,__ _ _. _ _ __._ __ ....._ __ ...._ _ _ ...._ _ __, 

Real-time ...._ _ ________ __......-~_._ __ ...._ __ .__ _ __, 

Fig. 2. rime I lorizons and Enterprise Model Deployment 

Having in mind the above framework, Fig. 3 finally frames the scope of this paper, 
where we aim at giving IT support to the informal communication that unfolds both 
inside and across enterpri se borders. For the sake of scope reduction, we will 
concentrate on the tactical and strategic levels. 

The picture illustrates the interaction between the two upper management levels 
having in mind that these interactions may occur in different locations and across 
different enterprises. Our objective is to add value to this information communication 
used to support all kinds of activities developed by each enterprise players ( e.g. 
executive managers, marketing people, sales managers, etc.). To this end we propose 
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the usage of a simple modelling approach that would allow both the support of this 
interaction and the knowledge gathering as these interactions unfold. 

Enterprise X 

.,........._;.;;;:::~.,. a •· ------~ 

Fig. 3. Cross Border Integration 

As a conclusion to this chapter we would refer that the whole introduction to this 
illustration further enhances its scope. In fact, while talking about this IT support we 
clearly aim at providing some kind of tool to allow the interaction of managers across 
enterprise borders. This demands some kind of process to model informal 
communication as well as its operational support (GERA Life-cycle) that will enact 
the actual interaction model. 

3 Modelling the Informal Communication 

The departure point to the topic of this paper was the paper entitled "Introducing 
Time Horizons to Enterprise Networking Architecture" [6] that proposes an 
integration of decision time horizons in the Zachman Framework. The proposed 
concept enabled the explicit modelling of business process interaction at different 
management levels (strategic, tactical, operational and real-time) [3] both within and 
across enterprise borders. To this end, we use the principle of Negotiation Utility 
Space [8] to understand and support the possible outcomes of a negotiation process, 
which represents, in fact, a strategy to get a decision. 

3.1 Negotiation Utility Space 

According to [8], there are four main procedures to deal with opposing preferences: 
Mediation, Struggle, Arbitration and Negotiation. In this paper we assume 
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Negotiation is the appropriate way to get enterprises, with different objectives and 
individual strategies, involved in discussion with the goal ofreaching agreement. 

Negotiation is a process of making decision in a context of a strategic interaction or 
of interdependence and has several advantages as a mean of resolving opposing 
preferences. The two main advantages are: it is usually not costly (e.g. struggle often 
requires heavy expenditure of resources); and makes it easier to find and adopt a 
mutually acceptable solution (e.g. arbitrators often fails to find mutually acceptable 
solutions, thereby endangering the relationship between parties). However there arc 
many risks associated to Negotiation [8]: the communication process between parties 
may be difficult; trusting levels of each other may be so low that they might not dare 
to get an explicit agreement; one of the parties may be too proud or too angry to do 
anything that favours the other's welfare. 

The Actor-Network Theory explains, in a certain way, those difficulties for the 
establishment of an agreement in a negotiation. The fact is that each enterprise 
representative embodies a wide range of convictions [9] of the most different sources 
(political, religious, ethical, business practice, etc.) that guides the actuation in its 
deployment and therefore influences its results. Such convictions can be either helpful 
or harmful with respect to reaching agreement, depending on whether they are shared 
by the negotiation parties. Thus, the principle of Negotiation Utility Space [8] (based 
on those constraints) will be used to describe the possible outcomes of a negotiation 
(as shown in Fig. 4): 

A B C 
• ; • S -~ - - --- -· Ofl "8 " 6 &7 {' : C 7 •• •• •• 

'J 6 •(; 6<>• 
• 3 . 3: •3 

• 2 • 2 • 2 

• NA • 1 • NA • 1 • NA ' ., 

Fig. 4. Three possible contrasting joint utility spaces [8] 

Within the Negotiation Utility Space, negotiation ends if: neither x nor enterprises 
agreed (NA in the Figure); or one of the companies accepted whatever the other 
proposed, without any compensation in return (dot I or 5 in the Figure); or a simple 
compromise is established (e.g. various options: 2, 3 or dot 4); or, finally, a win-win 
agreement is reached (e.g. where 6, 7 and 8'h options are possible mutually beneficial 
solutions in which x adds several improvements that benefit y more than they cost x). 
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3.2 An Approach to Modelling Negotiation 

The illustration below (Fig. 5) presents the proposed model to integrate Information 
Technology Negotiation Support mechanisms at the enterprise desktop. Our vision is 
that as the pressure increases for new ways to save energy, protect environment while 
remammg competitive, enterprises will have to integrate the use of 
videoconferencing, voice-over-IP and other technologies with enhanced desktop 
functionalities capable of handling informal tasks such as negotiation with business 
partners. 

Enterprise X .. 

Enterprise X 

Negotiation 
Utility space 

8 

Fig. 5. Modelling a negotiation Interaction 

j 

Business interactions can be typically modelled as a "client-server" interaction 
between two parties that can be modelled as a "speech-act" [10, 11, 12]. This 
approach has been used in the past to model formal business processes as speech-acts. 
In our proposal we would like to go a further in this concept arguing that, from the 
moment the actual negotiation starts, specially if it is done live through a professional 
videoconferencing system or through SKYPE, informal interaction would be the rule, 
whereas total information sharing among negotiation parties will be limited to what 
each partner wants its "opponent" to know. 
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Fig. 6. Not shared perspectives of the same negotiation 

The result is that each negotiating partner will have his own view of whatever the 
other party has to offer and of his "reservation prices". This means that each 
negotiation party has and builds its own vision and perception of what is going on as 
the actual negotiation unfolds. Fig. 6 illustrates just that by showing the flexibility 
granted to each party of not only picturing its own view of the negotiation but also to 
document it by attaching any type of document to his utility space diagram. These 
documents have two objectives. On one hand they support the meeting minutes 
elaboration and the actual decision-making. On the other hand they provide the means 
for conveying the outcome of the negotiation to the other management levels of the 
enterprise: the actual negotiation results as well as the whole contextual framework 
(information, reports, recorded video/voice meetings) under which the actual 
negotiation occurred. 

4 Conclusions 

With this paper we aimed at describing a model that would be able to handle the 
enterprise changing environment. The basic principles for this work were launched by 
the research conducted by [6], which enriched the Zachman framework with the time 
horizons concept developed within the GRAI Integration Methodology. From there 
we derived the context for the business negotiation activities performed by enterprise 
managers across enterprise borders, typically through informal communication as 
conversation between two or more people. 

The approach to modelling enterprise informal communication in a negotiation 
setting was then presented. The Negotiation Utility Space seems to be an adequate 
tool to integrate changing information along with documents used to log each 
negotiating party perception of its opponent's moves. 
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We believe that ~ IT Negotiation support mechanisms (as described in chapter 3) 
will be decisive in ~ ear future as a mean enhance enterprise networking abilities and 
therefore, its competitiveness. 

The proposed structured approach to negotiation support enables an improved 
effectiveness of management negotiation relationships among enterprises. The 
enterprise perception of the other party position can be registered, live, during the 
actual negotiation process, by any combination of multimedia documents attached to 
any point in the Utility Space Diagram. This approach further enables negotiation 
track records saving for later reference in the enterprise database. 

As future work we are planning further detail the application scope for laboratory 
validation with the cooperation of negotiation experts and business people so that the 
best feedback can be obtained for the fine-tuning of the proposed concept. 

Acknowledgments 

The authors want to acknowledge the Informatics Engineering Doctoral Programme 
of the Faculty of Engineering of the University of Porto for this opportunity to start 
the development of this research work. 

References 

1. Barnett, W., Presley, A., Johnson, M., Liles, D.H.: An Architecture for the 
Virtual Enterprise. In IEEE Systems, Man, and Cybernetics. Humans ( 1994), 
Vol. I, pp. 506-511 

2. C.-H. Kim, Y.-J. Son, T.-Y. Kim, K. Kim, K. Baik: A modelling approach for 
designing a value chain of virtual enterprise. In International Journal of 
Advanced Manufacturing Technology. Springer-Verlag (2005), Vol. 28, No 9, 
pp. I 025-I 030 

3. Bemus, P., Uppington, G.: An Co-ordination of management activities -
mapping organizational structure to the decision structure. In Coordination 
Technology for Collaborative Application - Organizations, Processes and 
Agents, Springer-Verlag ( 1998), Vol. 1364, pp. 25-38 

4. Bussler, C.: A Systematic Approach for Informal Communication During 
Worktlow Execution. Advances in Database Technology - Proceedings of EDBT 
2000: 7'h International Conference on Extending Databases Technology (2000), 
Konstanz, Germany, Springer Berlin / Heidelberg, Vol. 1777/2000 

5. Zachman, J.: A framework for information systems architecture. In IBM Systems 
Journal (1987), Vol. 26, No 3, pp. 276-292 

6. Alvares-Ribeiro, N., Martins, A., Pinto Ferreira, J.J.: Introducing Time Horizons 
To Enterprise Networking Architecture. Proceedings of PRO-VE2004 IFIP 
Working Conference on Virtual Enterprises and Collaborative Networks (2004). 
Toulouse, France, pp. 63-70 

7. Noran, 0.: An analysis of the Zachman framework for enterprise architecture 
from the GERAM perspective. In Annual Reviews in Control (2003), Vol. 27, 
pp. 163-183 

200 



8. Carnevale, Peter J. and Pruitt, Dean G.: Negotiation and Mediation. In Annual 
Review of Psychology ( 1992), Vol. 43, pp. 531-582 

9. Monteiro, E.: Actor-Network Theory and Information Infrastructure. In: C. 
Ciborra (ed.), From control to drift. The dynamics of corporate information 
infrastructure, Oxford University Press (2000), pp. 71-83 

I 0. Williams, M.: The Speech Act Method: Studying Power and Influence in 
Conversation Interaction and a Critique of Conversation Analysis. The University 
of Sheffield, In Sheffield Online Papers in Social Research (2002), ShOP Issue 6, 
ISSN: 1470-0689 

11. Goldkuhl, G.: Communicative vs material actions: Instrumentality, sociality and 
comprehensibility. Proceedings of the Sixth International Workshop on the 
Language-Action Perspective on Communication Modelling (LAP 200 I), 
Montreal, Canada 

12. Medina-Mora, R.,Winograd, T., Flores, R., Flores, F.: The action workflow 
approach to workflow management technology. Proceedings of the 1992 ACM 
conference on Computer-supported cooperative work ( 1992), Toronto, Ontario, 
Canada, pp. 281-288 

201 





Sessao 6 

Redes e Computa~ao Distribuida 





Video Surveillance for Front Office Systems 1n a 
Retail Company 

Pedro Manuel Abreu1 and Pedro Miguel Gomes2 

1 Faculdade de Engenharia da Universidade do Porto 
Rua D. Roberto Frias, 4200-465 Porto,Portugal 

Telephone: (+351) 22 508 14 40 
email: pha@fe.up.pt 

2 Modelo Continente IIipermercados, SA 
Centro Empresarial da Lionesa 

Rua da Lionesa, 446 edifcio C35 
4465-671 Lea do Balio, Portugal 
Telephone: ( +351) 22 016 10 52 

email: pgomes@modelocontinente.pt 

Abstract. The retail companies are characterized by the fact of con
stantly dealing with merchandise. The business processes involved in this 
reality must focus on productivity but also in security. Shrinkage is the 
term and variable that measures the loss of merchandise. This loss can 
have several causes like depreciation, theft and process errors. This pa
per is focused on dealing with the security issues that concern shrinkage 
due to theft in stores, specially in the Front Office area - where typically 
the customer pays before leaving with the purchased merchandise. For 
this it is presented a new approach which involves a video surveillance 
system fully integrated with the Front Office. The system is being tested 
in Modelo Continente Hipermercados, SA which is the major Retailer 
in Portugal. The innovation factor lies on the type of integration stated 
before along with the reduced cost of the solution. The first results show 
the value of solution in two main perspectives: the dissuasive factor and 
the close integration with the Front Office. 

1 Introduction 

Shrinkage in the business of retail is the term that designates the lost of merchan
dise in stores, warehouses or distribution centres. This economic lost influences 
the results of a retail company and is a factor which must be constantly anal
ysed. Shrinkage can be divided into three major categories: depreciation, theft 
and process errors [1]. In the opinion of the ECR Europe (Efficient Consumer 
Response) [2) the external theft, which is not performed by employees, is a con
sequence of poor processes and deficient security systems [l]. Internal theft must 
be analysed considering processes and technology but is also very dependent on 
the human resources policies. This kind of theft is responsible for almost 37% 
of shrinkage in the world [l]. Modelo Continente Hipermcrcados (MCH) is the 
largest retailer in Portugal and in the year of 2004 the results demonstrates 
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the importance of the external theft as a factor of shrinkage (47% of the total 
cases) [3]. In this universe of supermarkets, the combination of the internal theft, 
which is performed by the employees of the shop, and the external theft totalizes 
80% of the verified cases. In this year 2004, MCH lost around 44,6 millions of 
Euros with this kind of business threats. 

The best way today to prevent a merchandise from being stolen is to attach 
a security RFID (Radio Frequency IDentification) tag to it. This tag allows to 
trigger an alert whenever someone tries to leave a store without having paid the 
merchandise. This type of technology is still too expensive to use in every prod
uct, like in an pack of rice. This technology is also effective for the external theft 
but not for the internal one. For that we need different approaches, more human 
independent and not so expensive - this approaches regard video surveillance 
systems. 

Nowadays efforts have been developed by Mitsubishi to analyse the scenes in 
terms of objects detected [4]. This problematic is a very complex. The funda
mentals of this approach are the segmentation of the scenes and after that the 
tracking of objects from a stream of images. This process is steal in an investiga
tion domain, because t here is not yet a satisfactory solution to use in practice. 
There are also other approaches types, more commercial, based in CCTV (closed 
circuit television) systems used especially for crime prevention [5]. They record 
all movements in a restrict area, using cameras all over the area which are con
nected to a central (may be a DVR (digital video record). In case of incidents 
this video capture can help as a prove. 

The main contribution of this paper is to present a unique and innovator 
video surveillance system integrated with the Front Office system. Based on 
a traditional CCTV system and using a simple architecture, it connects one 
camera per POS (point of sale) in a checkout's area in the shop with a server. It 
brings to the operations supervisor in a store a powerful real time information to 
support the security process. We believe that at the end of this project, we can 
have a tool that helps us to: improve security in the checkout's area, increase 
the client's comfort and the agility and productivity of the employee's. In the 
same way, we hope reduce the factors of shrinkage. For a better comprehension, 
this paper is organized in five sections. In the introduction section we described 
the problematic that we try to fixed it with this new solution. in the second 
section we explained the methods and procedures used in the study. We have 
also a section reserved to the results and another to the conclusion and feature 
implementations that can be development in this area. 

2 Overview of Video Surveillance Implementation 

2.1 The Front Office System 

In a retail company the Front Office System is a system that supports all the 
process of sales products in a store. It works as a normal computer which inte
grates one server per shop, all POSs existent in the shop, scale machines, price 
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checkers and more recently PDAs (Personal Digital Assistant). The Front Office' 
server is a crucial component for the business because it aggregates the informa
tion of all sales in a shop, does the management of stocks and modes of payment 
and so on. It also diffuses the products information (specia11y prices) through the 
PDAs, controls the operations (transactions} in the shop, analyses the operator 's 
productivity and produces the necessary information for Back Office System. 

The application of the Front Office Server is in a web platform, which is only 
accessible for the company intranet, and it's used by the shop's operators and by 
the company administrators. One of the functionalities supported by this web 
platform is the SCC (checkouts control systems) panel (Figure 1) , made with 
PHP (Hypertext Pre-Processor) technology. Through this, we could see all the 
checkout's line of the shop for example if the shop had fifty POSs we will have 
their checkout's state (open, pause or close) represented in different colours. 
In this panel SCC we also do, in real time, the treatment of some different 
occurrences in the POSs and so, it's not rare see messages like "allowing saw 
things like annulations of the product 26 (EAN internal number) in POS 40" ," 
POS 50 change it state to pause" and so on. As we explained, the panel is a 
good tool for the business but it could be better if we add more information to 
it, and if the total information contained on it, appears at the same time, for 
example the information of checkout's line with their real t ime image and their 
real time client's coupon information of the POS. 
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Fig. 1. Example of a SCC Panel 

2.2 Architecture Used 

The most important and critical fact for a retail company is to sell its products. 
As we analysed in the last section this process is supported by a Front Office 
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system implemented in the stores. One failure in this system could result in 
an error on the sales transaction and more critical it could result in the shop's 
close. In the beginning of this project, we needed to know if the infrastructure of 
the shop, where we will do the pilot test, will supports a new debit in it's local 
network. This study proved that the infrastructure of that shop was saturated 
and a new extra debit could provide a collapse in the system. Consequently 
we defined a new independent architecture for this project (Figure 2). This 
architecture consists in a new network constituted by one camera per POS, which 
connects them, via coaxial cable, to a DVR system located in the Back Office 
of the shop. After that we connect the DVR to our new network to attribute 
to this system one IP (internet protocol). Internally the DVR attributes one 
hexadecimal mask per camera and so, after we access to the DVR, we could 
easily access to a specific camera. 

In this approach we have two types of debit. One of them, via IP, when we 
access to the DVR and the other, via camera, resultant of the transmission of 
images' frames. In this sequence, the resolution of the cameras was 320X240 
because we assumed that it provides a good debit for the network and so, we 
obtained a good images' quality for the posterior analyses. 

! .. 
I, 

.! if 

11 

Fig. 2. Architecture used in this project 

2.3 Integration with Front Office 

Our objective, with the integration at our new video surveillance system with the 
Front Office system is to add new functionalities to the SCC panel in particular 
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introducing real time video for a specific checkout and a near real time purchase 
coupon stub for a client in that POS. For us each information presented alone 
in this panel isn't so useful for the business but all functionalities together at 
the same time could turn this panel a powerful tool for the company. So, first off 
all, we needed to guaranteed that, when the SCC panel made its refresh, which 
occurred in 60 to 60 sec, the information presented their, like checkout's line 
and the treatment of errors, didn't disappear in t he screen. For that, we used 
the AJAX (Asynchronous JavaScript and XML) technologies to make all the 
refresh in background, becoming this process total transparent for the user and 
guarantying that the information didn't disappear. To obtain real time check
out's image we need to, in which number of checkout represented in SCC panel 
create a link to a specific camera (the number of the camera is the same of the 
checkout to turn t he implementation's process more simply). Like we referred 
in the last section we have our DVR system identified in the network by an IP 
address and it accesses via hexadecimal mask, to a specified camera. So to do the 
link to a checkout's image we only need to have the DVR IP address with the 
specific camera mask to the SCC panel. In the process of product's transaction 
the POS generates a log file and after that, when the length of this is superior 
t han 3kbytes it transmits it to the Front Office server. To obtain the purchase 
coupon stub we have the possibility to make a select in Front Office server and 
to achieve a near real time client's coupon for a particular POS obtaining the 
result demonstrated in Figure 3. This approach have many advantages such as 
t he transaction of this log never puts the system in danger because it doesn't 
modify the normal process implemented in the shop particulary the connection 
between POS and the server. Furthermore, if we don't use this approach when 
we do a direct select in POS system we need to reconfigure all the POS's kernel 
and, with this we could provide extra debit in the shop's network. Consequently 
we will put in risk all the process of product's transaction. That's why we follow 
our approach. However, our project has disadvantage too. The main of t hem is 
t hat, we obtain only the information after 3KBytes captured; that corresponds 
to 3 lines in a normal coupon. Because of this, we talk about near real t ime 
client coupon information. 

3 R esults and Discussion 

The results were based on inquiry with the key users, but further analysis will 
be made concerning the evolution of shrinkage factor along with the clients 
perception of the system intrusion. 

One of the most important results of this implementation was that the system 
is considered to be very discrete in terms of visibility of machinery. The cameras 
are very small and are hidden. This is important for the customers, which dont 
feel too have a big brother on top of them. On the other side, for the operators, 
and because there were already a lot of cameras on the store the general feeling 
was good. 
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Fig. 3. Result of clicked in a specific POS in SCC panel 

Another important result is the dissuasive factor: those who execute theft 
pay more attention to the security technology, and having a camera in each POS 
accentuates this factor. Typically a store has several cameras spread out, but 
this approach requires one camera per POS, and for that there is immediately a 
sense of more security than with other systems. This system allows a all new type 
of interaction with the operator that in on the POS. Since the supervisors are 
always watching to the abnormal operations in the central console (SCC) , they 
can now make a phone call with video asking for the rational of the operation. 
They can ask during the phone call to show the merchandise, the bags, and 
so on, which allows more control in the exceptions. This interaction puts on 
the operator a sense that someone is always watching them. With this type of 
architecture, with a separated network for the cameras, the adicional information 
around the network didnt increased in a significant way (Figure 4). Nevertheless 
it is very important not to have to many users watching the console at the same 
time. 
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Fig. 4. Result of a network debit study 

The cost of the solution is in fact very low which was on of the objectives 
but for that the quality of the presented images are not suitable for analysing 
the small details. 

4 Conclus ion and Fut ure Work 

We have presented a video surveillance system, which reduces the factors of 
shrinkage in a retail company. This system is characterized by the flexibility of its 
architecture, independent one, in terms of networks and resources existents in the 
shop, never putting in danger the Front Office system. Thus. the security of the 
product's transactions is well guaranteed. It is also a cheap system because it uses 
low cost cameras connected to a DVR, enabling to visualize many information 
in the SCC panel, like errors in POS, real time image on the checkout, near 
t ime coupon, and so on. We believe that this system is original and its principal 
innovation is the integration of many technologies such as: the front office system, 
the cameras and the DVR system. Together, they form a very important beat 
to a retail company and certainly in the future it will constitute an important 
case of study for many companies in this area. 

Our future work will be, in a first phase, try to visualize a real t ime coupon 
and after that, substitute the EAN code to a description of the product. It will 
make the analysis more simple and correct. In another phase, we will try to 
record all the day images captured, during a day, in the shop. in each POS, 
using a DVR system. This will enable to see a transaction, in a specific POS, in 
a given interval of t ime defined (this interval is defined by the shop's supervisor 
or by other systems user). This new functionality is practically implemented 
because we already used a DVR system in the shop. However, it's only used 
only to allow access to all cameras. Another functionality that can be added 
is to integrate this system with other system available at the company called 
IntelliQ system [6]. This is an information system, that receives information all 
over the company such as data sent by the ERP (enterprise resource planning), 
by the Front Office of each shop and so on. The goal of the use of data minding 
technologies is to generate reports with usefu l information for the company. So, 
if we send via our video surveillance system, some critical events (that were 
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detected in a day in the shop) for example annulations of product 21 in POS 42 
in the next day the IntelliQ sends to the shop the report indicated the period of 
time that its occurs and the respective POS. The supervisor only had to access 
the DVR and analysed the images to decide if had occurred any irregularity in 
the checkout. Finally we will try to extend this project to solve other kind of 
retail company's problems more directed to the satisfaction of the client such as 

the clients' queues in the checkouts of the shop. 
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Abstract. This work proposes an alternative to the data (Electric ::-,'"et 
Models) storage management problem generated on a DMS (Distribu
tion :vlanagement System). That is an alternative to expensive commer
cial solutions based on GIS (Geographic Information Systems) or GDS 
(Geospatial Data and Systems). The new ?vi:v!VE (Model of Management 
of Versions of Edits1

) is an efficiently implemented solution that uses a 
temporal database (TimeDB) and a version management system to play 
the role. This new approach makes a significant difference to overcom
ing costs by running on a RDB:v!S (Relational Database Management 
System), making easier for the observation of a time Edit evolution and 
his corresponding version. The MMVE is a basic prototype for Edit data 
storage validation. All the tests and results achieved, proved almost all 
the goals proposed. 
Key words: Temporal database, Versions model, time-evolving systems 
specification, Distribution :vlanagement Systems, Relational DataBase 
Management System, Supervisory Control And Data Acquisition. 

1 Introduction 

In DMS applications, different alternatives or versions of a Edit arc kept in the 
database. Historically, first researches about versions were related to the areas of 
CAD (Computer Aided Design), CASE (Computer Aided Software Engineering), 
and SCM (Software Configuration Management) [8]. 

An Edit describes a model of an electric power distribution network in a 
period of time or from a certain point of view. Although some older design 
alternatives are stored as versions, not all the history of data changes is recorded. 
Important modifications may have occurred where related data are lost. The full 
history is only accessible if a temporal database is used. 

A temporal data model specifies both static and time-varying aspects of the 
application. By definition, a temporal database must follow the principle that all 
data excluded by t he user is kept in order to preserve the complete data history. 
In this context, presenting versions with their respective temporal aspects has 
the advantage of getting model information related to specific periods. 

The purpose of this paper is to bring together both versioning and temporal 
features using a RDBMS. The database stores the versions of an Edit and, for 

1 The version of a electric distribution network model or simply a electric net model. 
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each version, the history of data changes. The model that we build to the project 
is called: MMVE. This model uses a regular RDBMS to store all the data, which 
keeps the system low-priced. Alternatively GDS and GIS are better commercial 
solutions but high-priced. 

The remainder of the paper is organized as follows: Section 2 briefly motivates 
this approach vis-a-vis conventional system based on GDS or GIS and discusses 
the background of the work. Section 3 describes the MMVE system that was 
implemented. Section 4 presents results of the prototype. Section 5 presents 
conclusions and discusses future research. 

2 Motivation and Background 

A typical Power System consists of Generation, Transmission and distribution. 
The basic structure of Power Transmission and Distribution system covers a 
huge network consisting of wide range of Equipments, Feeders and Facilities. To 
efficiently manage utility operations different disparate systems exist and the role 
of each system is different and unique. Typical systems used in the Electrical 
Utility are SCADA 2 / DMS-GIS [2]. GIS is used to superimpose the complete 
electrical network assets from Generation to service point on top of the land 
base data. 

2.1 Problem and Motivation 

Energy Systems and Automation - A division of EFACEC 3 is developing a new 
DMS system over JFRK4 which needs a new database support for electric net 
configuration models. The system must support a set of informations: electrical 
equipment; electrical characteristics; topology, among others. 

EFACEC does not want to use an SCADA/ D~S-GIS integration - it is too 
expensive and requires a permanent skillful team, so they specified a set of 
requirements [1] to validate an alternative solution: 

1. Performance and quality engineering requirements - 5 messages per 
minute, is the minimum that the system is able to respond to operator calls. 
In an overload, the system is able to respond to a maximum of 500 calls per 
minute. 

2. Safety requirements - Multiple operators can work simultaneously and 
make changes on Edits, with total control and safety. 

2 SCADA (Supervisory Control And Data Acquisition) is a category of software ap
plication program for process control, the gathering of data in real time from remote 
locations in order to control equipment and conditions. 

3 The EFACEC Group is the largest Portuguese organization in the field of electrome
chanics and electronics, with a strong presence in different international markets. 

4 The JFRK is a JAVA/ XML Framework based on RMI/ IIOP/ SOAP protocols with 
capacity to link several disperses components using the Publish/ Subscribe paradigm 
architecture. A Java BUS [9] implementation. 
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3. Functional requirements - creation of an empty Edit; an Edit based on 
another Edit (Historical and Rea!World Edit); only one operator can make 
changes to an Edit at the same time; all the changes must be confirmed by 
the operator and those changes must remain in the database; every changes 
can be rollbacked to the previous state; when an operator close the Edit 
session, all the changes not confirmed are removed from the database; only 
a completed, tested and closed Edit can replace the current RealWorld, in 
this case the RealWorld replaced passes to historical Edit state; an Edit can 
be removed from the database. 

Problems with the conventional system. The main advantages of SCADA/ DMS 
- GIS integration are improved network operation efficiency, reduced cost of data 
management, more consistent asset information distribution among the various 
users and finally, and perhaps most important, better end user services. The 
problem is to put together the two systems, because they do not speak the same 
language. A SCADA/ DMS-GIS can be easily implemented once a CIM 5-based 
integration system is in place. Nevertheless, to accomplish those requirements, 
specialized teams and a development team to create the integration must be put 
in place, which astronomically increases the price of the solution. 

Further Advantages of the MMVE Approach . MMVE offers an alterna
tive strategy for recording DMS information. It resolves the problems of inte
gration and produces a cheaper solution. The MMVE concept is realized with a 
relational DBMS that interfaces with a temporal database. M:vIVE offers several 
additional advantages: 

1. A temporal DBMS frontend to a relational D BMS - by translating 
temporal SQL into standard SQL statements, it supports temporal function
ality for a non-temporal relational DBMS; 

2. One development t eam to implement the system - by using the com
pany know-how and company development team resources. The advantage 
of this approach is that the development team can continue to work with 
the RDBMS they know better, reducing the development time and project 
budget; 

3. Royalties or GIS utilization licenses are s imply removed - the ad
vantage of removing those licenses makes the product cheaper and generates 
an economic solution for new potentials customers; 

4. Build on Java - implemented in a multi-plataform language. 

Some Disadvantages of the MMVE approach over SCADA/DMS-GIS 
systems. GIS is both a database system with specific capabilities for spatially 
referenced data as well as a set of operations for working with the data. MMVE 

5 International Standards - IEC 61970: Energy management system application pro
gramme interface (EMS-API) encompassing the Common Information Model (CIM). 
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is not a spatial database; GIS solutions have more than 30 years old in business 
and are improved every day. Moreover they are implemented in thousands of 
places and practically bug-free. MMVE is not a mature solution and it is not 
bug-free. 

2.2 Related Work 

It should by now be clear that the main of MMVE project is to create a cheaper 
and functional data storage solution for a DMS system. By using in this approach 
a temporal database frontend and a version management system, the goal can 
be achieved. 

Temporal Database concepts [14] and Version management concepts [6] like 
some others works in the field are referencied on the dissertation book that 
support all this work [5]. 

What is being done in the field. Some software houses, especialized on Elec
tric Power software, have developed simmilar products, replacing GIS by others 
in-house solutions. For the DMSGroup, the Windows platform and an RDBMS 
was adopted to develop their SCADA/ DMS system [11]. All the electric facilities 
are saved in the RDBMS and controlled by specialized Windows applications; 
For the SNC-Lavalin Energy Control Systems company, the SCADA/ DMS soft
ware [12] is based on the GEN-3 (product developed by them). The distribution 
network model is maintained in an Oracle RDBMS, and is complemented by 
a set of memory-resident real-time databases that are replicated to all of the 
servers and workstations on the local area network for optimal performance. 

3 The MMVE System 

This section presents the MMVE system . The MMVE project is a small part of 
the new SCADA/ DMS system developed by EFACEC. The MMVE project is 
only a small component of the EFACEC DMS architecture, nevertheless a very 
important piece. 

The MMVE is composed by TimeDB 2.0, a temporal database frontend 
linked to a Oracle 10g RDBMS and an Edit version management based on the 
schema version management system TVM2. 

3.1 The temporal database 

The evolution of an Edit is recorded in a temporal database. By using a temporal 
database we are able to visualize the Edit evolution over time. One advantage of 
this approach is the possibility for the operator to rollback the Edit to a previous 
state. 

The parameters and the reasons to choose TimeDB v2.0 as the temporal 
database solution, can be found in our dissertation work 141. The main charac
teristics of TimeDB 2.0 are: 
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- TimeDB 2.0 supports a temporal version of SQL called ATSQL2 113]; 
TimeDB 2.0 , however, is not a temporal DBMS itself but is a frontend to a 
relational DBMS; 
TimeDB 2.0 was implemented in Java and thus is platform independent; 
TimeDB 2.0 uses JDBC and thus can be used with many different DBMS; 
TimeDB 2.0 has a GUI and thus is easier to install and use; 
TimeDB 2.0 is optimised with respect to the creation of auxiliary tables; 

- TimeDB 2.0 has a native call interface (TDBCI) which Java applications 
can use to execute ATSQL2 statements. 

3.2 The Edit Version Management system 

Each Edit is an independent version. The system must be able to manage three 
type of Edits: RealWorld Edit - the model version that contain the real state 
of the electric net; Historical Edit - an old model version, completed and closed 
that remains in the database for historical purposes; Working Edit - a working 
model version of an electric net (not yet finished). When an Edit is completed 
and closed, it can be the next RealWorld or be sent to others applications (for 
example: electric study). 

The Edit version management is based on the schema version management 
system TVM2 [31. TVM2 (Temporal Version Model 2) is a new approach of the 
original TVM [101 model (a temporal data model object oriented). TVM2 use 
states to alter the evolution of a schema. On our case the MMVE is like TVM2 
but with some differences: MMVE is not Object Oriented and docs not record 
changes to the schema model level ( each time an object of the schema changes his 
attributes a new version is created with all the data associated). Instead MMVE 
use database schemes as repositories to record Edit versions (each schema is 
an independent Edit and the attributes of the objects never changes, only the 
data). Like TVM2 the MMVE model use states to change the evolution of the 
Edit (time and version). 

Edit version management characteristics. 

l. List for relationship between versions - one version is allowed to derive from 
another Edit version and can only be the source to another Edit; 

2. Explicit for derivation version - the changes are controlled by the operator 
and not automatically by the system; asynchronous for data management -
the requests and answers are made asynchronously; 

3. Edit version for version management type - the changes happen only at 
the Edit level, for example, an operator may need to analyze a new electric 
net model and create a new Edit based on the RealWorld to study some 
power low scenarios; 

4. Partial for version management mode - allow changes only to the current 
Edit; 

5. Multiple repositories for storage alternative - each new Edit is stored in 
a new repository. 

217 



6. Bi- temporal for Edit version management type - transaction and validation 
timestamps shall be recorded on each Edit data change; 

7. Second derivation for derivation form - the last version would not be the 
version that can suffer a new derivation. Any version (Edit) can serve as 
base for derivation, but only one version is considered the current version. 

3.3 Requests and states classification 

To better understand the MMVE mechanisms, this subsection import some def
initions of states and event requests used in the MMVE system. 

States. The Edit's evolution in MMVE is controlled by states, just like TVM2. 
We defined four Edit states: Open - the Edit is in edition mode. The operator 
can make changes to the Edit version. He can add, update or remove objects from 
it; RealWorld - this is the real and operacional electric distribution network 
model; Close - this is the state when a Edit is finished. An Edit "closed" can 
be the next RealWorld or can be tested on Power load scenarios; Historic -
an RealWorld state returns to the historic state when it is replaced by a new 
"closed" Edit. 

Only Historic and Close state Edits can be removed from the system. Edit 
at this stage are always in visualization mode: the operator can review step by 
step the evolution of the Edit however he can not make any changes. An new 
Edit can be created from Edits at the Historic, Close or RealWorld state. 

Request s. The YIMVE is able to understand several "requests" (XML events 
that translates actions made by the SCADA/ DMS system's operators). In the 
JFRK middleware events travels all around the SCADA/ DMS system, however 
only recognizable events (events with topics that MMVE can subscribe) are 
imported to the MMVE framework. Their are three requests types: 

1. Metadata requests - requests that simply query the MMVE metadata 6 . 

These requests return always a result from the MMVE system. For example: 
the RealWorld Edit ID; the list of all Edits with historic state; the last 
timestamp that an Edit was saved (Open state); etc. 

2. S imple requests - requests that requires actions and operations on the 
temporal database: update an Edit object; drop an Edit object; rollback a 
Edit version to a previous state (undo requests); etc. 

3. Special requests - Requests that create, merge or delete temporal database 
repositories (each repository is an Edit version). For example, when an oper
ator is creating a new Edit, the MMVE searchs the Edit ID in the metadata 
(internal metadata request); if the new Edit ID is valid, it searchs for the 
derivation Edit (an new Edit is always derived from an Edit at Historic, Close 
or RealWord state). If the derivation Edit is found then a new repository is 
created in the temporal database with all the derivation Edit data. 

6 MMVE metadata is a special repository of information that record special informa
tion like: Edits state, transactions time and validation time of a Edit session. 
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3.4 The MMVE architecture 

The MMVE architecture (builded around three main components) is based on 
a multi-thread and multi-layer system implemented in Java with a Backend 
Process Manager thread 171 (to deliver operators calls). Those technics set per
formance, scalability and efficiency to the system. By using the TimeDB API, 
it was easy to implement the temporal database with minimum work. The big 
work remained in the Edit version management system, build from the scratch. 

t 

Fig. 1. MMVE Components Model interaction 

MeRecep. It is responsible to translate and validate the XML events re
ceived from the JFRK as operator requests. It is responsible to send back to the 
JFRK the answers of the MMVE system as results of the operator requests. This 
component use two queues to deal with the operator requests and the MMVE 
responses. 

MeManager. It is an agent that distribute work among multiple "MeExecute" 
processes (Figure 1 on page 7). When a new request arrives (a new request is 
placed in the MeRecep requests queue) it take care of the request by sending 
it to a MeExecutc process. If all MeExccute processes are taken down, it may 
create more ''workers" or wait a little while before doing that. By default only 
five workers are created at the MMVE startup. A similar process is made to 
send back MMVE results information to the operator, in this case the answers 
are put in a special queue (MMVE responses queue) . 

MeExecute. It is the main process of the MMVE system. When the process 
receives a request, a set of actions are taken on it: first, the request is analyzed 
and break into smaller pieces. The pieces arc sorted in a logical order and exe
cuted in sequencial mode. Any error message returned, breaks immediately the 
sequence of commands. 
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Some others capabilities builded around it: the capability to transform re
quests on ATSQL2 instructions (if necessary); the capability to open and close 
TimeDB sessions; the capability to update the MMVE metadata (if necessary). 

Example of a new Edit creation 

Example 1. [CREATE]{NAME::''Teste0l"; ID::"15"} 

The example above is an MMVE message request that represents the creation 
of a new Edit. The syntax of the message was firstly translated from component 
MeRecep. 

The next commands arc the result of the "breaking down" of the request 
message (returning a logical sequence of transactions): 

(0l)[NOT _FIND _EDITl{NAME::'Teste0l"}; 
(02)[FIND _EDIT]{ID::"15"}; 
(03)jNOT _ OPEN _EDIT]{ID::"15"}; 
( 04) [CREATE_ EDIT] {NAME: :'Teste0l"}; 

- (05)jCREATE_ TIMEDBj{NAME::'Teste0l"}; 
(06)[MERGE_ TIMEDB]{NAME::'Teste0l"; ID::"15"}; 

Every transactions in the sequence should return an valid value ("TRUE"). If a 
transaction return an invalid value ("FALSE") an error is immediatly generated 
and the request operation is aborted. Only a sucessfull transaction sequence can 
"commit" the changes in the database, otherwise when the process is aborted an 
internal database rollback is automatically taken. 

4 Tests and Results 

This section presents a quick overview of results and tests executed among the 
MMVE building process. 

Performance tests with request/ answers tests were the tools used to validate 
the system. We tested the system in a closed environment, well defined, with no 
exterior interference. 

4.1 Test process 

To record the system performance, we used the "black box" technique where a 
set of test cases under the form of XML are executed directly in the MMVE 
system. Automatically, a log is generated, with the execution time. The system 
answers are saved as XML files. After answer validation (manual validation), the 
next test is executed and so on. 

When a completed scenario (a logic sequence of requests) of test cases are 
validated, a benchmark with all those tests is made. To validate the results 
obtained we realized a large number of tests and the final result is an average of 
those results. 

For tests purpose we create a default Edit version (temporal database repos
itory) with 500.000 rows among 23 objects. 
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4.2 Final Results 

The functionality of the system was proved during the tests. All proposed func
tionalities were validated. Some bugs and problerms was found along the tests. 

-
.~ ~ 1'• J2 

Fig. 2. Benchmarks 

For performance purpose two main goals was defined: in a normal day the 
system may support 5 calls per minute (12 seconds per request), however in a 
bad day the system may support a maximum overload of 500 calls per minute 
(0.12 seconds per request). 

Analyzing the benchmark results (2) of the three request types, the results 
show: 

1. Benchmark metadata requests results - the average time was: 0.145 sec
onds per request. This value represents 414 requests per minute. The system 
reached almost 83% of the initial goal. It is a good result. 

2. Benchmark simple requests results - the average time was: 0.15 seconds per 
request. This value represents 400 requests per minute. The system reached 
almost 80% of t he initial goal. It is a good result. 

3. Benchmark special requests results - the average t ime was: 3.63. This value 
represents ~15 requests per minute. The results reflects the overload of an 
request of this kind. It demands several operations and among others oper
ations: creation of the temporal database repository; copy of an repository 
to the new repository; etc. 

5 Discussion and future work 

This paper has presented work that spans the fields of temporal database, 
Database version management, and Distribution Management System. Our re
search was motivated in part by the realization of a simpler and controlled system 
that can reduce costs. Electric companies spent high resources to implement an 
SCADA/ DMS-GIS integrated system. 

With this product we are able to supply an SCADA/ DMS data storage solu
tion at a lower price. MMVE offers a software alternative to a SCADA/ DMS-GIS 
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integration solution. It is not a GIS product and does not want to be one, how
ever temporal and version management characteristics was implemented. 

In a relatively short period of time we have successfully implemented the 
MMVE framework with a set of working functionalities. 

The results are satisfactory and valid the approach used on this work. Only 
the performance tests did not fulfill their initials goals, however we were closed. 

In future work we will endeavour to develop a more efficient system to support 
the complete collection of functionalities with faster response time. 

In conclusion, it appears that a SCADA/ DMS integrating a RDBMS with a 
temporal database frontend and an Edit version management system could be 
a solution for smaller electric company with fewer resources. 
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Abstract. Small and medium organizations are increasingly using the Internet 
as the communication vehicle for data and interactive streaming traffic (eg., 
streaming VoIP flows). As tclematic applications evolve, these organizations 
also have a crescent need in differentiating and protecting traffic of high prior
ity users, services or machines. Though there exist traffic control devices dedi
cated to this task, they are proprietary, rather expensive and complex to man
age. Organizations need new solutions that arc able to offer several IP services 
in one device, including traffic control services. This paper presents the traffic 
control system of Edge Device, a Linux.. multi-service router. More particularly, 
it proposes a DiffServ-based traffic control solution that seamless integrates 
with other IP services and that is able to differentiated traffic in both upstream 
and downstream directions, by modeling each interface to a value slightly lower 
than the link capacity and by creating different traffic classes at both directions. 
Testing performed on the prototype proved that our approach is successful in 
differentiating traffic and in protecting critical, high priority traffic. Results also 
showed that using a rudimentary TCP rate control mechanism at the down
stream direction helps protecting critical flows at the expense of a slightly deg
radation of less priority service performance. 

1. Introduction 

Small and medium size networks with access to the Internet are each day more com
mon in SOHO (Small Office/Home Office) environments, comprising domestic and 
small to medium size organizations. Inherent to the spread of these networks is the 
search for small access devices that allow the connection to the Internet in a very user 
friendly way but with a growing number of offered services, comprising basic IP 
functionalities (e.g., DNS, DHCP, SMTP and NAT), security and traffic control ser
vices. Traditionally, these services are available in dedicated, proprietary, and often
patented devices, with complex integration and high cost. More recently, new prod
ucts appeared in the market that integrate several services in a single device, as is the 
case of 6WINDGATE from 6WIND [l], Access Point from Lucent Technologies [2] 
and ERX Edge Router from Juniper Networks [3]. However, these products still pre
sent some complexity at management and still have medium to high cost. To over
come an open space in the market, Critical Software and the LCT Lab from Univer
sity of Coimbra developed a Linux, multi-service edge device's prototype, aiming at 
offering basic and advanced IP services at low cost and with trivial management re
quirements. This paper presents one of the key components of this device, the traffic 
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control system. Particularly, it presents a solution based on the DiffServ specification 
that is able to model upstream and downstream traffic in a single Linux router that is 
also an authentication, NAT (network address translation), firewall, service provider 
and application gateway machine. 

1.1 Traffic Control in an Edge Router 

In an edge router accessing the Internet, it is important to control the bandwidth of 
traffic that leaves the LAN and enters the ISP link, i.e., the upstream traffic. In the ex
ample of a 128 Kbps upstream ADSL link connecting a medium size enterprise, ag
gregate uploads that exceed this rate will fill the ADSL modem (generally FIFO) 
queues, either leading to random packet drops or, in the presence of big FIFO queues, 
to values of latency far too high for interactive traffic. A better approach would be to 
conditioning the upstream traffic in the edge device up to somewhat less than the up
link bandwidth, and to prioritize this traffic according to its importance to the organi
zation. In our approach, we will differentiate upstream traffic at the edge device by 
classifying it into one of the following categories: Premium, suitable for critical traf
fic, Olympic (Gold, Silver & Bronze), for somewhat less critical traffic, and Best
Effort, for the remaining traffic. These categories would be implemented using Diff
Serv classes, and the global interface would be shaped to a value smaller than the in
terface capacity, dynamically calculated based on a proprietary algorithm. At the 
Premium level, we further increase the separation of bandwidth, using the concept of 
pipes of individual, per IP, flows of traffic. 

Looking at the downstream side, the problem is somewhat different, in that edge 
routers do not have effective control in what is send do the LAN. Downloads at a me
dium size enterprise, or even at home, easily exceed the downstream link capacity, 
leading to the queuing, delaying and possible dropping of packets at the TSP edge 
router, regardless the relative priority of the traffic flows. One possible approach for 
overcoming this situation would be to take profit from TCP rate control mechanisms 
by selectively dropping packets or even mangling the advertised receive window, at 
the edge device side, in the hope that sender side slows down the transmission. Both 
solutions present evident drawbacks, as mentioned in literature. 1 In our prototype, we 
are going to shape downstream traffic allowing for only two classes of priority, in a 
compromise between protecting critical traffic and, at the same time, minimizing the 
dropping of packets that already passed through the input interface. 

With this strategy, we expect to achieve a solution that is simple to implement and 
that adequately integrates with the other modules of Edge Device. At the same time, 
we expect that our solution will be able to protect critical, more priority traffic with
out a significant damage on the overall interface capacity performance. Moreover, we 
expect that modeling traffic at the downstream in two classes, as a rudimentary im
plementation of TCP rate control, would be efficient in protecting priority traffic. 

1 By selectively dropping TCP packets we drop packets that have already consumed down
stream link bandwidth. One the other hand, some authors claim that mangling the advertised 
receive window of TCP ACK packets works well on an individual flow basis, but has a nega
tive impact on the system performance in a congested, mixed traffic link (see, e.g.,[4]). 
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This paper is organized as follows. This section introduces the paper. The next sec
tion presents the traffic control system of the Edge Device, pin pointing some prob
lems that arise on the integration of multiple IP services into a single Linux machine, 
and detailing our solution for upstream and downstream traffic control. The paper 
proceeds with a description of the testing done over Edge Device's traffic control. 
Last section presents and discusses the results obtained, pin points questions that shall 
be worked as future work and concludes the paper. 

2. Traffic Control System 

This section starts with a brief description of the key features of Edge Device that di
rectly interact with the traffic control system. We then conclude the section presenting 
the traffic control module of the router prototype. Edge Device is a firewall, NAT 
router operating at the edge of a LAN, developed under Linux 2.4.18, for wired and 
wireless environments. All users of the LAN, including wireless users, must authenti
cate before they connect. Edge Device is also a service server and an application 
gateway, integrating a Squid server for HTTP traffic, operating in transparent mode. 
In order to optimize the generally scarce resources at the access border, upstream and 
downstream traffic is classified by user into different DiffServ [5] traffic classes and 
prioritized according to its importance to the organization. All system resources are 
managed according to a policy based management. 

2.1 Traffic Control Solution 

Upstream traffic can be shaped at three different locations on the OSI layer 3 packet 
traveling. 2 In our solution, we chose to manage traffic at QoS Egress3. On this ap
proach, we used some artifacts to overcome the effect of NAT and broken TCP con
nections issues. In fact, the transparent redirection of HTTP traffic to Squid at 
PREROUTING and the realization of NAT at POSTROUTING pose some difficulties 
to differentiating traffic per source IP at the QoS Egress, since the addresses seen by 
the traffic control would be the Edge Device address and the NAT address, respec
tively. To overcome Squid drawback, we decided to DSCP-mark HTTP traffic at 
Squid using the tcp _ outgoing_ dscp functionality. On the other hand, we forced 
NATed traffic that does not pass through Squid to be previously marked in the 
PREROUTING chain (using iptables) in a per user basis. This way, it is easily seen 

2 Linux traffic control can be done at QoS Ingress, QoS Egress or at the virtual device IMQ 
([6]), called on PREROUTING and POSTROUTING Netfilter hooks. QoS Ingress uses a 
rather limited classless queuing discipline that only filters traffic, using a token bucket a lgo
rithm. On the other hand, IMQ modeling at PREROUTING or POSTROUTING is done in 
the exact same way as at QoS Egress, exploring the full capabilities of Linux queuing disci
plines, classes and filters. As the IMQ module at POSTROUTING immediately precedes 
QoS Egress, it cannot perform any better than QoS Egress, having the drawback of introduc
ing one more queue to the traffic control system ((7] [8]). 

3 The Kernel packet travel diagram can be found at (9]. 
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that HTTP traffic that goes through Squid is differentiated and shaped at QoS Egress 
based on the DSCP field, and the remaining NATed traffic is differentiated and 
shaped by iptables mark. 

As we mentioned before, we used a DiffServ approach to implement the upstream 
classes Premium, Gold, Silver, Bronze and Best-Effort. Our solution used a combina
tion of the dsmark algorithm ([IO]), as the root of the hierarchy of queuing disciplina
tors (qdisc), CBQ ([11]), TBF ([12]) and SFQ ([13]) for shaping at intermediary 
(CBQ) and leaf (TBF and SFQ) qdiscs, respectively, and GRED ([14]) for DiffServ 
drop precedence issues. Premium pipes were implemented by policy rules provided 
by these qdiscs. This overall implementation of upstream traffic control was ruled by 
PHB EF ([14]) (Premium service), PHB AF ([15]) (Olympic services) and Default 
PHB ([5]) specifications and by project generic requirements of sharing excess band
width between Olympic and Best-Effort services and total separation of bandwidth be
tween these and the Premium service. 

Downstream path is somewhat simpler than the other way out, as we chose to clas
sify and shape traffic at the virtual device IMQ.4 Moreover, we considered only two 
classes, one for critical traffic and the other one being a best-effort, catch-all class. 
Once again, we used a stratagem, which consisted in the registration of IMQ after 
NAT, at PREROUTING, using a modified version of Patrick McHardy's imqnat 
patch ([16]). By changing IMQ and NAT positions at PREROUTING, we can guar
antee that traffic arriving at IMQ is already de-NATed and so can be differentiated by 
source IP. By this time, though it is still not possible to know the real source IP of non 
priority HTTP packets, as IMQ precedes INPUT chain (where packets are redirected 
to Squid), this traffic is naturally classified as best-effort. 

Downstream classes are implemented by CBQ qdisc for root and intermediary 
nodes of the hierarchy of queueing disciplinators, and SFQ qdisc for leaf notes. Pre
mium and Best-Effort services are bounded, meaning that they cannot share excess 
bandwidth between them. 

3. Testing the Prototype 

The evaluation of the traffic control system was planned in three different phases: the 
evaluation of queueing disciplinators algorithms and inherent configuration parame
ters; conformance testing, for evaluating the adequacy of our solution to the system 
requirements; and performance testing, for obtaining metrics that allow the evaluation 
of the efficiency of the proposed solution and, at a finer granularity level, of each one 
of the offered services. The first two phases were evaluated at earlier stages of the 
project and are out of the scope of this paper. Until the end of this section, we briefly 
describe the testbed used in our performance tests. 

4 We did not choose QoS Egress option this time because it implies the shaping of traffic - that 
can be severe, when concerning best-effort packets - that is already at the Squid cache, thus, 
reducing the potential benefit of Squid use. 
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3. I Testbed Configuration 

Figure 1 shows the equipment used in the testbed for performance testing. EP 1, EP2, 
EP3 and EP4 served as internal LAN endpoints, and were connected to Edge Device 
through a switch. EP5 emulates a WAN endpoint. WAN Shaper is a Linux device that 
emulates a WAN router that shapes downstream traffic to 512 kbps and upstream traf
fic to 128 kbps, allowing traffic bursts. 

WANS!,.,,,,, /~~ EPS 

Fig. 1. Testbed configuration for Edge Device performance testing 

We used NetlQ Chariot v4. l.934 ([ 17]) console and endpoints to emulate real traf
fic and measure performance parameters (eg., throughput, response time and packet 
loss) of the prototype. We chose three particular scripts, IPTVa for emulating Cisco 
Systems IP/TV application, with both default and variable packet size; voip.g711 for 
emulating VoIP with G.711 codec and RTP protocol, with standard packet size; and 
fileSndl for emulating TCP long distance file transfers, using packets of 64, 512 and 
1518 bytes (for space reasons, TCP tests are out of the scope of this paper). Each test 
ran for several iterations in fixed time intervals of 2 minutes. The Edge Device under 
test was compiled with full netfilter and QoS support, and there were installed ipt
ables- l.2.7a package and JMQ, h323-conntrack-nat and imqnat patches. It was also 
installed version v.2 of Squid. 

3.2 Performance Tests 

Performance tests were done after the tuning of the traffic control system. We intend 
to compare QoS parameters results (throughput, packet loss, response time and jitter) 
of Premium and Olympic services with the results obtained without traffic control, in 
order to evaluate the benefits of our solution in terms of traffic differentiation and to 
measure the possible performance degradation associated with this differentiation. 

3.2.1 Premium Service (Upstream) 
Table 1 shows the UDP test suit aimed at evaluating Premium service performance, 
either with or without traffic control. 
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Table 1. Configuration of Premium service test suite 

Test Script Proto Pac. Size (bytes) Pl/P2/P3/P4 (%) Pl (%) P2 (%) P3 (%) P4 (%) 

Tl 

T2 

T3 

IPTVa UDP/RTP [64-1460) 25/25/25/25 

25/25/25/25 

5/15/30/50 

100 

150 

150 

100 

150 

150 

100 

150 

150 

100 

150 

150 

In all the tests, we have generated four Premium traffic flows. These flows should 
get the same treatment in Tl and T2, and they should be differentiated in T3, where 
Pl, P2, P3 and P4 should receive 5%, 15%, 30% and 50% of all the bandwidth re
served on the output interface, respectively. Table 4 presents the results obtained in 
this test suite. 

3.2.2 Olympic Service 
Second test series evaluates the efficiency of the Olympic service in traffic differentia
tion, and compares the service performance with the one obtained without traffic con
trol. Table 2 presents the test suite configuration. 

Table 2. Configuration of Olympic service test suite 

Test Script Proto Pac. Size (bytes) Gl (%) SI (%) Bl (%) BEl (%) 

Tl IPTVa UDP/RTP [64-1460) (Poisson) 100 100 100 100 

T2 150 150 150 100 

T3 50 100 150 250 

In the test suit, we generate four different flows: Gold (G l ), Silver (S 1 ), Bronze 
(Bl) and load flow Best-Effort (BEl). Tl and T2 evaluate the performance of each 
one of the Olympic classes, when the load generated by each flow is, first, one third of 
Olympic bandwidth and, then, 150% of this value. T3 simulates a more realistic use of 
Olympic and Best-Effort services, with less important flows generating more traffic 
and vice-versa. Table 5 shows the results obtained with UDP traffic. 

3.2.3 Integration of All Services 
Last test suite includes all services from input and output interfaces. Table 3 shows 
the test configuration. 

Table 3. Configuration of"All Services" test suite 

Flow Script Proto Source Target 

Premium - Upstream IPTVa UDP/RTP EPI EP6 ___ ., ___ - · - ---·-
Premium Downstream IPTVa UDP/RTP 1278 EP6 EPl 

- ----
Gold - Upstream FileSndl TCP 512 25 EP2 EP6 

B. Effort Upstream FileSndl TCP 512 25 EP3 EP6 
----

B. Effort - Downstream FileSndl TCP 512 512 EP6 EP4 
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In this suite tests, output interface has 128 kbps, 80% of which were dedicated to 
Premium service, and the remaining 25.6 kbps were shared between Olympic and 
Best-Effort services. The input interface was configured with 512 kbps, where 30% of 
it was assigned to the Premium service. Upstream and downstream Premium flows 
simulated a streaming multimedia connection, where the other flows, in both ways, 
saturated the correspondent link capacities. The results of these tests are shown in Ta
ble 6. 

4. Results and Discussion 

This section presents and discusses the results of the test suits described below. 

4.1 Premium Service (Upstream) 

Table 4 shows the packet loss and jitter results for the first series of tests. As can be 
seen, Edge Device was efficient in equally treating the four flow tests (Tl and T2), as 
it was expected. The analyses of Wan Shaper counters also revealed that without traf
fic control, packets are drop in a rather random way. 

Table 4. Premium service - Packet loss and jitter results (TI', T2' and T3 ' relate to tests done 
with traffic control on) 

.loss Jitter 

Test Pl(%) P2 (%) P3 (%) P4 (%) Test Pl (ms) P2 (ms) P3 (ms) P4 (ms) 

Tl 0,29 0,00 0,63 0,00 Tl 37,733 31,067 32,733 34,133 

T2 29,19 38,38 39,13 28,42 T2 34,574 34,442 29,963 28,293 

Tl' 0,00 0,00 0,00 0,00 Tl' 32,000 29,467 35,733 31,000 

T2' 34,08 33,77 33,73 34,02 T2' 45,218 46,866 38,977 39,093 

T3' 84,41 58,77 19,79 0,00 T3' 41,750 33,333 24,500 21,409 

Throughput results are presented in a graphical way in Figure 2. 

We can see from the graphics that P2 performance was very poor when traffic con
trol was off, and that the four flows received identical treatment when traffic control 
was on. Though throughput benefits using traffic control are evident, we can see from 
Table 4 that there have been a slightly performance degradation in terms of jitter as
sociated with those benefits (T2). 
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Fig. 2. Premium service - Throughput results (left: T2, without traffic control; right: T2' , with 
traffic control) 

Figure 3 shows the throughput results obtained in T3, 
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Fig. 3. Premium service - Throughput results (left: T2, without traffic control; right: T3 ', with 
pipes of different capacities) 

Figure 3 shows that the bandwidth differentiation between different Premium flows 
was clearly effective when traffic control was on, Results obtained with TCP traffic 
(not shown in the paper because of space issues) confirm the effectiveness of the 
Premium service when differentiating flows with different priorities, 

4.2 Olympic Service 

Table 5 shows the packet loss and jitter results for the second test suite, T 1 results 
shows that packet loss values were similar in both the presence and the absence of 
traffic controL There can be also seen that the activation of traffic control slightly in
creased jitter in G l and S 1, being more evident in B 1 and BEL T2 results are quite 
more interesting, When traffic control was off and output link capacity was over
loaded, packets were dropped at WAN Shaper (that simulates an adsl/cable modem in 
the LAN • WAN direction) in a rather random way, Olympic classes behaved in 
random way, with G 1 obtaining worse performance than S 1 and B 1, in terms of 
throughput and jitter, 
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Table 5. Olympic service - Packet loss and jitter results (UDP) 

loss Jitter 

Test Gl (%) SI(%) Bl(%) BEi (%) Test Gl (ms) SI (ms) Bl (ms) BEi (ms) 

Tl 0,00 0,00 0,00 0,00 Tl 31,200 35,867 32,867 39,000 

T2 38,93 30,09 18,19 25,19 T2 41,071 39,375 31,579 35,889 

T3 27,85 27,92 22,76 19,18 T3 40,167 41,636 32,500 29,667 
-- ··-·· -- -----··· 

Tl' 0,00 0,00 0,28 0,00 Tl' 37,333 37,800 43,533 60,583 

T2' 0,67 21,48 77,02 0,00 T2' 45,957 57,889 75,167 57,750 

T3' 0,00 0,00 0,33 49,50 T3' 46,500 41,267 39,739 119,000 

Figure 4 shows throughput results obtained at T2, with and without traffic control. 
We can see that Olympic drop precedences worked as expected when an excess of 
50% of the capacity of Olympic class was generated. Tn the scenario, Gold service ob
tained better results than Silver traffic and this one was better protected than Bronze 
service, in terms of packet loss and j itter. We should also note that there was a clear 
separation between Olympic and Best-Effort bandwidth, as expected by the project re
quirements. 
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Fig. 4. Olympic and Best-Effort services -Throughput results (left: without traffic control (T2), 
G 1 traffic is not protected; right: with traffic control (T2'), Olympic classes work as expected) 

T3 results showed an almost optimal behaviour of Olympic service, with only 
Bronze service experiencing a residual lost of information. In Figure 5 (f3'), we can 
clearly see the point when Olympic service !ended bandwidth to the Best-Effort ser
vice, when it had it in excess. 

Results obtained with TCP traffic were quite similar in terms of throughput and are 
not shown here. In the same way, we do not show here the results concerning re
sponse time, due to shortage of paper space. The results obtained on this QoS parame
ter showed that there was no evident performance degradation when traffic control 
was turned on, and flows with higher priority received a sl ightly better service than 
less priority ones. 
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Fig. 5. Olympic and Best-Effort services - Throughput results (left: T2, without traffic control; 
right: T3 ' , with traffic control) 

4.3 Integration of All Services 

Table 6 shows the results obtained in the third series of tests. 

Table 6. Integration of all services - Results 

Test Premium (out) Premiu m <in) Gold BE (out) i BE (in) 

Tput loss Jitter Thput loss Jitter Tput RT Thput RT I Thput RT 

(kbps) (%) (ms) (kbps) (%) (ms) (kbps) (ms) (kbps) (ms) I (kbps) (ms) 

With TC 86 5,98 30,346 93 0,00 5,244 21 37,714 13 59,716 114 7,040 

With/TC 93 0,00 11,829 93 0,00 0,134 20 39,817 5 174,2081 5 176,720 

A first glance at the results shows that our solution was very effective in protecting 
streaming flows and in differentiating output traffic. However, downstream Best
Effort flow showed an incomprehensive bad result, hardly reaching 2% of the band
width available to this service. After some problem analyses, we concluded that ACK 
packets belonging to the problematic flow should have been dropped at the output in
terface. As a result, we promoted this flow to Gold class, first, and then to a Premium 
pipe with 8% of the overall Premium bandwidth. Results showed that the utilization 
rate of the flow increased to 12.8% and 72%, respectively. Figure 6 shows the 
throughput results of the testing. 
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Fig. 6. Integration of all services - Results (left: without traffic control; right: with traffic con
trol, Premium flows are protected and upstream Best-Effort flows reach their best results) 

4.4 Discussion of Results and Future Work 

The results obtained in the performance testing of the Edge Device revealed that our 
solution is effective in differentiating traffic in different service classes and in protect
ing high priority flows. Moreover, the results showed that these benefits generally 
came with non significant degradation in bandwidth utilization or jitter values. On the 
other hand, and though not explicitly shown in this paper due to space issues, the 
shaping of downstream link capacity and the distribution of incoming traffic in two 
services classes conferred major guarantees to high priority traffic, at the expense of 
some Best-Effort's downstream bandwidth degradation. In face of these results, we 
can conclude that Edge Device traffic control system is well suited to small to me
dium enterprises that increasingly use the Internet as the communication vehicle for 
interactive streaming traffic (eg., streaming VoIP flows), and where there is a need to 
protect flows from high priority users, services or machines. 

Tests also showed that a second major result of this project was the simplicity of 
the solution and the easy integration of the traffic control system with the other ser
vices of the router (as the firewall, authentication, content caching and application 
gateway services). After a short phase of integration and system testing, the Edge De
vice is now successfully workjng in production environment, being responsible for 
the control of all the traffic that enters and leaves Critical Software premises. We 
think that this was an important accomplishment and a major contribution to the aca
demic and scientific community, since such integration is not trivial and public in
formation on the subject was until now rather scarce or inexistent. 

Finally, takjng into account the results obtained and those expected, we would like 
to derive some considerations. First, we think that future versions of the Edge Device 
should be able to differentiate not only by user and IP, but also per service. One the 
one hand, this feature is present in top level traffic control devices (eg, Packeteer' s 
Packet Shaper [ 18]), and on the other hand our prototype is already prepared for a 
simple implementation of the proposed extension. Secondly, we think that it would be 
critical to implement a mechanism that is able to protect ACK TCP packets. This can 
be done by using LARTC u32 filter for the capture of packets and by allocating a pri-
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ority traffic channel in both directions for this kind of traffic. Finally, the results ob
tained for downstream traffic suggest that the Premium pipe concept should be ex
tended to downstream traffic, in order to adapt TCP flow control characteristics to dif
ferent priorities flows that arrive at LAN. 
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