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FOREWORD
STEERING COMMITTEE

Google’s CEO recently stated “motto”, that the company will be “AI First” can surely
be rephrased and enlarged to characterize our present and future world as “Computer
Sciences First”.

To have chosen to pursue advanced studies in Computer Science and Informatics Engi-
neering was indeed a good choice for those who are contributing to these proceedings.
Modern world is literally being shaped by computers and, above all, by flexible, adapt-
able, evolving, friendly, secure and intelligent software.

DSIE - Doctoral Symposium in Informatics Engineering, now in its 13th Edition, is
an opportunity for the PhD students of the FEUP Doctoral Program in Informatics
Engineering (ProDEI) together with MAPi to show up and prove they are ready for
starting their respective theses work.

DSIE meetings have been held since the scholar year 2005/06 and the main goal has
always been to provide a forum for discussion on, and demonstration of, the practi-
cal application of a variety of scientific and technological research issues, particularly
in the context of information technology, computer science and computer engineering.
DSIE symposium comes out as a natural conclusion of mandatory ProDEI course called
“Methodologies for Scientific Research” (MSR), this year also available to MAPi stu-
dents, leading to a formal assessment of the PhD students first year’s learned competen-
cies on those methodologies.

The above mentioned specific course (MSR) aims at giving students the opportunity
to learn the processes, methodologies and best practices related to scientific research,
particularly in the referred areas, as well as to improve their own capability to produce
adequate scientific texts. With a mixed format based on a few theoretical lessons on the
meaning of a scientific approach to knowledge, together with multidisciplinary seminars,
the course culminates with the realization of the DSIE meeting. DSIE is seen as a kind
of laboratory test for the concepts learned by students. In the scope of DSIE, students
are expected to simultaneously play different roles, such as authors of the submitted
articles, members of both scientific and organization committees, and reviewers, duly
guided by senior lecturers and professors.

DSIE event is then seen as the opportunity for the students to be exposed to all facets of
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a scientific meeting associated with relevant research activities in the above mentioned
areas. Although still at an embryonic stage, and despite some of the papers still lack of
maturity, we already can find some interesting research work or promising perspectives
about future work. At this moment, it is not yet essential, nor often possible, for most
of the students in the first semester of their PhD, to produce sound and deep research
results. However, we hope that the basic requirements for publishing an acceptable
scientific paper have been fulfilled.

Each year DSIE Proceedings include papers addressing different topics according to the
current students’ interest in Informatics. This year, the tendency is on Machine Learn-
ing, Data Analysis and Information Extraction, Multi-agent Systems, Bioinformatics
and Gamification, Computer Vision, Distributed Computing, Encryption, Systems and
Networks security.

The complete DSIE’18 meeting lasts two days and also includes two invited talks by an
academic researcher and a more industry related researcher.

Professors responsible for ProDEI program’s current edition, are proud to participate in
DSIE’18 meeting and would like to acknowledge all the students who have been deeply
involved in the success of this event that, hopefully, will contribute for a better under-
standing of the themes addressed during the above referred course, the best scientific
research methods and the good practices for writing scientific papers and conveying novel
ideas.

Porto, January 2018

Eugénio Oliveira and Augusto Sousa (ProDEI)
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FOREWORD
ORGANIZING AND SCIENTIFIC COMMITTEES

The chairs of the Organizing and Scientific Committees of the Doctoral Symposium
in Informatics Engineering (DSIE’18) warmly welcome you to the DSIE 13th edition.
With a great honour, we have accepted the invitation to be a part of these committees.
Organizing an event, like the DSIE, confirmed to be both a challenging and practical
task, in which all the persons involved have certainly derived great value.

The joint effort of our colleagues from the Doctoral Programme in Informatics Engineer-
ing (ProDEI) and the Doctoral Programme in Computer Science of the Universities of
Minho, Aveiro, and Porto (MAPi), was instrumental in making this event a success. We
believe that these efforts are reflected in the quality of the communications realized and
the organization in general.

Our first acknowledgment goes to our supervisors, Professor Eugénio Oliveira and Pro-
fessor Augusto Sousa. We would like to thank them for their time and their efforts in
making this conference possible and for providing us with all invaluable concepts.

We would like to thank all the senior members of the Scientific Committee for their
involvement, the junior members for their collaboration, and the invaluable support of
Pedro Silva and Sandra Reis (DEI) from the Informatics Engineering Department of
Faculty of Engineering - University of Porto.

And, above all, we thank you for being a part of DSIE’18!

Porto, January 2018

João Dias and Tiago Neto (Organization Committee Chairs)

Carla Abreu and Yassine Baghoussi (Scientific Committee Chairs)
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Multidimensional Byzantine Approximate Agreement in 

Cyber-Physical Systems with Trust 

Arnaldo Pereira 

Universidade do Porto, Portugal 

arnaldop@fc.up.pt 

Abstract. A widely used strategy to operationalize the control of complex dis-

tributed systems is the consideration of entities empowered to make decisions. 

Connecting the physical and computational worlds, cyber-physical systems 

have been demonstrating that they are an effective way to deal with highly dy-

namic systems, particularly in industrial environments. The use of multi-agent 

systems have been a widely used way to implement control in cyber-physical 

systems. The embedding of trust mechanisms in these systems, operating in 

highly dynamic industrial environments, increases the resilience, which is a 

crucial issue in distributed systems. However, the presence of agents with Byz-

antine failures requires the systems to be enriched with strategies to prevent this 

possibility from inhibiting negotiation and trust methods’ effectiveness. This 

paper proposes the implementation of a mechanism to overcome those prob-

lems, using a strategy of multidimensional approximate agreement. The exper-

imental results show that the system is feasible and that the proposed mecha-

nisms play together, scaling in linear way. 

Keywords: Cyber-Physical Systems, Control Systems, Multi-Agent Systems, 

Trust, Multidimensional Agreement. 

1 Introduction 

In the age of globalization, consumers freely access producers around the world, re-

gardless of the physical location of any of these actors. In addition, consumers are 

increasingly demanding the low cost, high quality and customization of the products 

they seek to acquire. Naturally, this forces companies across the globe to fierce com-

petition to offer their products with higher quality and lower costs. To cope with these 

structuring changes in world markets, companies need to embrace new paradigms, 

new techniques and technologies, and new business models, sustained mainly by digi-

talization, massive exchange, and intensive processing of information [1]. 

Current requirements that are imposed by the needs of the customers to companies 

playing in an open economy can be tackled by the strategy of using Cyber-Physical 

Systems (CPS) [2]. In embedded systems, the core is the use of software programs 

running in stand-alone devices. Extending the concept of embedded systems, the idea 

of CPS is to enable the interconnection of interacting computational and physical 

elements, creating a network of programs and devices. Notoriously, CPS approach 
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can be used to improve the safety, reliability, adaptability, functionality, efficiency 

and usability of complex large-scale systems. The application areas are multiple, from 

the chemical industry, logistics, manufacturing, building automation and energy, to 

mention just a few [3]. 

Several technological solutions are being advocated as promising to implement 

CPS solutions and to some extent being already applied. Multi-Agent Systems (MAS) 

[4, 5] are being used to provide distributed intelligence to the system’s components 

while the Service-oriented Architecture (SOA) principles provide seamless vertical 

and horizontal system integration. A MAS is a set of agents that represent the objects 

of the system and that try to achieve their objectives by operating over its local 

knowledge and communicating when local knowledge is not enough to fulfil their 

purposes [4]. The capability of a system to maintain stability even in the presence of 

hazardous condition is a very desirable feature for control systems operating in de-

manding conditions like the ones presented in industrial environments. The presence 

of disturbances can be minimized by the simple use of MAS as these are recognized 

for its inherent robustness, since decentralization provides more redundancy, by elim-

inating the presence of central nodes typical in centralized solutions [6]. 

Literature reports on the problematic of security, safety and robustness when con-

sidering the use of multi-agent systems. Just to give some examples, [7], in the con-

text of supply chain networks, describes the implementation of a multi-agent system 

to improve the resilience and [8], referring to cyber-physical systems applied to power 

systems, presents a hybrid framework for robust and resilient control design. The 

dangers posed by the Stuxnet worm to industrial systems are described in the work of 

Karnouskos [9]. Vila et al., using the JADE framework, explore the security require-

ments of a MAS application [10], and Bibu proposes a method for tracing irregular 

behaviors within the organization, by monitoring a set of selected events [11]. Caval-

cante et al. survey architectures and security models for MAS [12], and [13] explores 

the integration of trust, learning and risk management mechanisms, in order to in-

crease the resilience of CPS. Finally, with respect to Byzantine failures, they may 

occur untimely in distributed systems and are characterized by their unforeseen char-

acter being able to constitute an obstacle to the accomplishment of the desired opera-

tions by the system [14]. 

Nowadays, trust is of paramount importance for Artificial Intelligence (AI) solu-

tions. As stated by the Gartner’s top strategic predictions for 2018, until 2022, 50% or 

more will consume more false information than true, and by 2020, AI-driven creation 

of fake content will outpace AI’s ability to detect it [15]. The importance of trust and 

reputation in distributed systems, particularly to support negotiation, is underlined in 

the literature. Reputation can be defined as “the opinion or view on someone about 

something” [16] and trust as “a belief an agent has that the other party will do what it 

says it will or reciprocate, given an opportunity to defect to get higher payoffs” [17]. 

Examples of application are given by Urbano et al., that combine trust and sanctions 

in negotiation processes [18], and Wong and Sycara in the context of MAS [19]. 

Concerning the problem of the agreement between agents, some work may be 

mentioned. In [20] the multidimensional agreement is observed from the point of 

view of a negotiation between the agents, but without considering the possibility of 
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Byzantine failures and [21] uses an asynchronous particle swarm optimization (PSO) 

algorithm to solve the agreement problem between agents over a real value. Mendes 

et al. [22, 23] presents a solution to solve multidimensional agreement in Byzantine 

systems, but without consider the application to MAS. The agreement between agents 

is desirable in several situations. For instance, when mobile entities like robots, con-

trolled by agents, with some of them experimenting Byzantine failures, have the joint 

task to converge to a location that needs to be agreed based on asynchronous commu-

nication between them, we are in a situation where multidimensional approximate 

agreement can apply. Considering that non-faulty robots’ agents starts sending the 

robots’ position (a two or three-dimensional vector), it is possible to guarantees con-

vergence to a location inside the convex hull defined by the starting points. Another 

interesting application relates to voting situations in which each voter votes in a 

weighted way in an array of options [23]. 

The motivation of this work is to focus on the integration of an algorithm of ap-

proximate Byzantine multidimensional agreement into a multi-agent system with 

embedded trust strategies. 

The rest of the paper is organized as follows: Section 2 introduces a dynamic ap-

proach integrating trust and approximate agreement to achieve more resilient multi-

agent cyber-physical systems. Section 3 presents the experimental implementation 

and achieved results. Finally, section 4 rounds up the paper with the conclusions and 

future work. 

2 Integration of Trust and Multidimensional Byzantine 

Approximate Agreement in Multi-Agent Systems 

The proposed approach considers that each agent has embedded a trust-based method 

to permit reliable cooperation among all the participants of the system, by allowing 

assessing the level of trust that an entity has over another entity. Previous cooperation 

experiences induce a mechanism that reinforces the trust levels evolution by the use 

of negative or positive feedbacks. The formulas that govern the evolution of trust 

level, T, that an agent has relatively to agent i in the instant (or round) k is given by 

the equations (1) that correlates positive and negative feedbacks: 

 {

𝑇𝑖(𝑘) = (1 + 𝛼) × 𝑇𝑖(𝑘 − 1), if positive feedback

𝑇𝑖(𝑘) = (1 − 𝛽) × 𝑇𝑖(𝑘 − 1), if negative feedback

 0 ≤ 𝑇𝑖(𝑘) ≤ 1                                                                   

 (1) 

Obviously, the higher the value of Ti, the greater the confidence in agent i. 
The positive reinforcement contribution, 𝛼, produces an increase of the trust level 

and the negative reinforcement contribution, 𝛽, conduces to a reduction of the trust 

level. It should be noted that these parameters, mimicking what happens in human 

reality, are not of equal magnitude, since it is considered that the increase of trust is 

slower than its decrease. The generation of these parameters is done dynamically and 

is based on the learning capabilities embedded in the agents that takes into account 

the significance (or importance) and the trend. Taking into account the events that 
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occurred in the most recent interactions, the trend measures the degree of success or 

failure of such operations in a given business perspective. Therefore, this parameter 

evaluates the degree of compliance with the assumed contract. The significance pa-

rameter evaluates the degree of the economic damage caused by the breach of con-

tract, penalizing more failed operations involving more money. The expressions regu-

lating α and β are represented in (2), were γ1, γ2, γ3 and γ4 are weight parameters: 

 {
α = γ1 × significance + γ2 × trend
β = γ3 × significance + γ4 × trend

 (2) 

The multidimensional Byzantine approximate agreement (MBAA) problem for 

asynchronous systems was firstly proposed in [22] and extensively revisited in [23]. 

To allow the use of those ideas in the context of multi-agent systems some adaptation 

need to be done in order to allow a concrete implementation of MBAA in MAS. Let 

us start by considering a network of n ≥ 2 agents fully connected, exchanging mes-

sages, with d-dimensional vectors of reals, to solve the approximate agreement task. 

A first assumption is to consider that the messages are delivered in the order they 

were sent, or at least that the agent that receives the messages has a mechanism to 

endure that property. Also, consider that f ≥ 1 agents are Byzantine, but fulfilling the 

condition n > (d + 2)f. Each agent reliably identify the sender of any received mes-

sage and every message needs to be marked with a tag with a round number, even 

considering that the messages are exchanged asynchronously. Furthermore, commu-

nication channels guarantees that all messages are eventually delivered (i.e. the com-

munication is reliable). Now, the starting point for each non-faulty agent is a d-

dimensional input vector with components that are real numbers. 

To prevent that Byzantine agents convey different contents to different agents in a 

single round of communication, more assumptions are needed. A reliable broadcast 

protocol satisfy some important properties. If a non-faulty agent never reliably broad-

casts a particular message, then no other non-faulty agent will ever receive that mes-

sage (non-fault integrity). Non-faulty liveness states that if a non-faulty agent does 

reliably broadcast all other non-faulty agents eventually receive the message. Global 

uniqueness states that if two agents reliably receive in the same round a message from 

the same sender, then the message content is the same. Finally, global liveness states 

that after the end of the protocol, for two non-faulty processes, if they receive a mes-

sage from the same sender decorated with the same tag round, then the content of the 

message is the same. Another condition that must be verified is that, at the end of 

each round, each pair of processes has n − f values in common. In systems with relia-

bly broadcast a witness technique can be implemented to ensure that (see reference 

[24] for more details). 

After each round, each non-faulty agent has a set C of vectors from ℝd, corre-

sponding to the messages sent by the other agents. The polytope of C is the convex 

hull of points of C (smallest convex set that contains the points of C). Considering 

collections of C of size |C| − f, each of the collections generates a convex hull and the 

intersection of all these hulls is called the safe area. The MBAA may now be present-

ed as follows: 
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Algorithm 1 agent.AsyncAgree() 

SendBroadcast(p, 0, v0) 

W←Content(Wit) from ReceiveWitness(0) 

U←Safef(W) 

v←barycenter of U 

R← ⌈log2(
√d

ε
 × max {|x[m]-y[m]| : x, y ∈ U})⌉ 

r←r+1 

while r≤R do 

      SendBroadcast(p, r, v) 

upon W←Content(Wit) from ReceiveWitness(r) do 

            U←Safef(W) 

      v←barycenter of U 

           if r=R then 

           SendBroadcastHalt(p, r) 

            r←r+1 

end upon 

upon ReceiveBroadcastHalt(q, s) do 

           r = R + 1 

end upon 

return v 

 

In round 0, each agent p broadcast its initial value v0. Content(Wit) is the subset of 

messages received by the agent in a specific round, selected by the witness technique. 

R is the estimation of the number of rounds needed to achieve convergence. Each 

agent keeps a vector v with the current value that will converge to the agreed final 

value. 

3 Results 

To test the proposed approach considering a cyber-physical system, an electrical 

smart grid case study was used. The smart grids are considered the next generation of 

power grids, adding a flow of information to the flow of energy, allowing new func-

tionalities like the use of smart meters and the negotiation of energy costs in an auto-

mated way [25]. 

 

3.1 Experimental Implementation and Test Conditions 

The case study is shown in Fig. 1, which represents an electrical smart grid. Several 

elements constitutes the smart grid, generically divided into two large groups of ac-

tors. On the one hand, we have the energy producers (e.g. wind turbines, photovoltaic 
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panels, public energy suppliers) and on the other, the energy consumers (e.g. domestic 

consumers, electric vehicles). 

 

 

Fig. 1. Experimental case study scenario. 

The MAS solution used in [13] to manage this complex system was adapted for the 

experimental purposes of this paper as described next. Producers and consumers are 

represented by agents who negotiate for the purchase and sale of energy slots. To 

simplify, consider that each producer sells each slot of energy that produces to a value 

that in each negotiation round varies between 1.0 and 1000.0. In a first phase, the 

consumers calculate the score (the smaller the better), as shown in equation (3), for 

each producer i, based on the price and the trust level T: 

 scorei = pricei × (1 + 10−3 − Ti) (3) 

Taking as the initial value the pair (price, trust) of the producer agent chosen, the 

consumers communicate with each other in order to reach an approximate agreement 

between them. Finally, the producer chosen by each consumer is the one whose val-

ues most closely match the values of the agreement between the consumers. 

Regarding implementation, agents were created using the JADE framework [26] 

and the tests were done using the components described in Table 1. 
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Table 1. Hardware, operating system and software configuration. 

Component Description / Version 

Processor Intel Core i3-7100U 

Total memory 4 GB 

Operating system Windows 10 x64 

Java 1.8 update 151 

JADE 4.5.0 (June 8, 2017) 

 

3.2 Analysis of the Results 

For the following, consider 10 producer agents, six of which fail 10% of the time and 

the remaining 25% of the time. Consider also that each consumer agent calculates the 

levels of confidence in the producers using the fixed values α=0.01 for the positive 

reinforcement and β=0.08 for negative reinforcement, and consider ε = 50.0 for the 

approximate agreement calculations. As the agreement is about a pair of values of the 

form (price, trust), d=2. Fig. 2 presents the evolution of the number of rounds and 

the processing time when considering 10, 20, ..., 100 consumer agents, and consider-

ing for each case that 10% of the agents are Byzantine. 

 

  
(a) (b) 

Fig. 2. Evolution of the number of rounds and of the processing time against the number of 

consumer agents. 

From the observation of the results, we can affirm that the number of rounds and 

the processing time increase linearly with the number of consumer agents, which can 

be problematic if the number of agents is very large. 

4 Conclusions 

The importance of having resilient distributed control systems is notorious. Empower-

ing distributed systems with trust mechanisms allows them to be more resilient to 
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disruptive events. Since multi-agent systems are one way to implement such systems, 

it is necessary to incorporate trust on them. Equally important is the possibility of 

agents’ agreement on sets of real values, even in the presence of Byzantine failures. 

This paper presented a strategy to integrate multidimensional Byzantine approxi-

mate agreement in a multi-agent system with embedded trust mechanisms. The exper-

imental results showed that the system is feasible and can be applied successfully to 

complex industrial use cases, such as the smart grids scenario. 

Possible limitations may emerge with the uncontrolled increase in the number of 

agents. The testing of these limits, together with the inclusion of more system robust-

ness mechanisms, constitute future work. 
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Abstract. In the last decade, Europe has seen an intense grow in the
number of flights in its airspace. The biggest concern with such a stag-
gering growth is the lack of airports’ capacity to manage all this air
traffic. Because building or rebuilding airports is not always a solution
given the price needed, there is a necessity of creating fast, stable and
efficient tools to help air traffic controllers dealing with the extra demand
of resources. The present work is inserted in a platform that is using Mi-
crosoft Flight Simulator X as a engine for simulating air traffic control
and aircrafts. Since several mechanics are already implemented, such as
the aircraft flow since it departs until it lands or runways’ management,
the present work intends to enable the platform to deal with congestion
near airports as well as to mitigate some discrepancy existent in some
mechanics between reality and the platform. To managing airspace con-
gestion, a holding pattern system in which aircrafts can wait for their
permission to land without disorganizing the airspace was implemented
and a conflict-free permission to land system was introduced. To improve
the airports’ operations rate, it was introduced an algorithm capable of
creating groups of runways that can be used simultaneously and choose
the one who fits better accordingly to the demand of operations existent.
In short, the introductions made brought an improvement of 25% in the
landing rate as well as minimizing several non measurable discrepancies.
The algorithm responsible for choosing active runways has shown to be
working well, since it can adapt to different demands as well to different
airports’ configurations.

Keywords: Air Traffic Control, Holding Management, Airspace, Multi-
Agent Platform

1 Introduction

Since 1905, with the start of the modern aviation by the Wright brothers, the
world has witnessed the creation and improvement of aircrafts capable of trans-
porting passengers or cargo in a fast and efficient way. The commodity of being
able to connect two different points of the world in a short period of time, when
compared with other means of transport, made air transportation one of the
most essential ways of traveling. The growth of this way of transportation has
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been a constant as one can induce by analyzing the data given by NAV Portugal,
where an increase of 10.6 percent in the number of flights under IFR (Instrument
Flight Rules) is visible [1]. On a wider scale, the EuroControl has shown that
every year new records of the number of flights are established.[2] The safeness
of aviation rests on the air traffic controllers that provide a 24/7 service capable
of helping aircrafts since they leave the hangar at the origin airport until they
park on the destiny hangar.

With an increase of aircrafts on airports not followed by an improvement in
airports’ facilities, ATCs (Air Traffic Controllers) have seen their responsibility
increase to values never seen since they now have at hands more aircrafts to
guide. All four dimensions (3 spatial and Time) have an enormous relevance in
the modern aviation world, the ability of managing not only the airspace around
the airports but anticipating possible setbacks and automating processes capable
of helping ATCs in their job are incredible important.

The present work is built in an already existent multi-agent platform which
objective is to simulate multiple missions in a realistic way. Although the current
state of the platform allows it to simulate the realistic flow of aircrafts since they
departure until they arrive, several mistakes are being made on how aircrafts
are managed in the airspace and are given permission to land. This mistakes
heavily decreases the performance of a airport as well as jeopardize the aircrafts
safety. To improve the platform, it is proposed the creation of an holding pattern
management system and a creation of an algorithm to improve the use of the
facilities, namely the runways, of the airport.

The present article is subdivided in 5 sections. Excluding the first one, In-
troduction, the article is subdivided in Literature Review, where some methods
to improve airspace management are described, in Better Modeling of Airspace
Controlling where the model is explained, followed by the Results and Conclu-
sions.

2 Literature Review

With air congestion becoming a reality as a result of the maladjusted growth of
airports when compared with the aviation growth, ATCs have seen an increase of
aircrafts near airports. In an attempt to improve/prevent air congestion, several
approaches of aircraft sequencing are studied in order to achieve a better landing
rate and multi-airport operations.

The authors of [3] point out that the aircraft landing problem must be ad-
dressed as an optimum sequencing of aircraft and their division by different
available runways at airports. With the objective of minimizing the time dif-
ference between the actual and intended landing times, the authors make use
of integer programming. However, recognizing the complexity of the (NP-hard)
problem, a hybrid meta-heuristic algorithm was developed to be able to obtain
valid results in reasonable times. Thus, and taking into account the mandatory
distances between different types of aircraft, both approaches developed were
able to achieve optimum results the tests with one hundred aircraft and high
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quality solutions for tests with five hundred. Unlike the approach described in
[3], the authors of the paper written in 2008 [4] try to take into account the
costs involved in delaying an aircraft’s landing. By introducing a method to en-
sure that no airline company would gain more than others and with an heuristic
algorithm, all airlines achieved satisfactory results. The temporal complexity of
the model used allows it to be used in real life situations.

In addition, the authors of [5] opted for the introduction of position changes in
the sequencing of aircraft, with the aim of improving / optimizing the utilization
rate for landing and departure. Only designed to be used in single-lane airports,
the model proposed by the authors ensures fairness for the various airlines, i.e
an aircraft can only switch to positions that are three positions away (e.g first
to fourth, in an FCFS (First-Come-First-Served) queue). As with the above-
described approaches, this requires horizontal and vertical separation of aircraft
in order to avoid wake-vortex phenomena. The present approach also takes into
account possible counterparts that may exist in exchanges of positions. The
authors concluded after testing that it is possible to sequence multiple aircraft
with polynomial complexity and because of that the present approach can be
used in real cases.

Upon entering in one of the last stages of flight, an aircraft can be between
8 to 80km away from the airports. While in this stage, the aircrafts are often
ordered to perform multiple maneuvers in order to wait for their time to land,
however, those maneuvers cost money to airlines as congest the airspace, those
solutions are only used in a last resource. As a solution, landing schedules that
can improve landing and departure rates of the airport are used. This planning
problem is known as Time slot allocation. Planning the landings not only reduces
possible delays but also helps maintain the airspace safety. Unlike [6], whose
attempt to resolve went through the attempt to minimize the total waiting time
of all the aircraft or to minimize the landing time of the last aircraft, [7] aims to
minimizing the time between two consecutive landings with a view to minimizing
the number of times it is necessary to resort to the waiting maneuvers.

3 Better modeling of airspace controlling

The described work is implemented on the top of an already existent platform
created by [8]. Prior to the present implementation, the platform was able to
simulate, among others, multiple tasks done by aviation workers like pilots and
ATCs. Despite the mapping of several tasks done by pilots and ATCs were done
correctly, there were others such as choosing active runways or assigning runways
to aircrafts that were defective. Considering all the runways available for landing
as well as assigning all aircrafts that requested landing permission to the nearest
runways instead of trying to minimizing their time in the air, the procedures that
had been done were not just incorrect but entailed serious safety problems for
aircrafts as minimum required distances were not being respected. The present
article focus on this problems as one can read below. For better understanding,
it is indispensable to remark that although airports have a certain number x of
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runways, the airport has 2 * x number of logical runways, as runways can be
used both sides.

3.1 Choosing active runways

Currently, on real airports, active runways are chosen by ATCs that have into
considerations factors as wind direction or expected operations. Since the search
for a reliable source of group of runways that were used at the airports proved
to be ineffective, an algorithm capable of taking into account the configuration
of the various runways, generating plausible groups of runways, was created. It
is important to remark that a group consists of one or more runways.

The developed algorithm has three distinct stages. On a first stage, it uses
previously collected approach and departure routes for each logical runway to
build polygons. Next, it test collisions between all created polygons. Lastly, the
algorithm makes uses of the information collected by the second stage and creates
non repeatable groups.

Creation of polygons Since approach and departure routes differ from one
logical route to another, the current stage has to create polygons for each pair
of logical route - operation to be used.

Although both polygons, approach and departure, are created between the
first and last point of the respective route, an opening of 15 shaped like a semi-
cone is added to the departure polygon. However and since the aircraft can
either go to right or left after take off, the semi-cone is created at the time of
the collision test in order to take into account the location of the other polygon
that is being tested (see Fig.1 and Fig.2)

Fig. 1: Approach route and approach polygon of the runway 6L, KCLE

Testing collisions of polygons The ending of the first stage, initiates the
collision tests between all polygons. To store the information in a usable way,
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Fig. 2: Departure polygon of the runway 6L, KCLE

a graph is created where the existing nodes represent a pair logical runway -
operation and the adjacencies between two nodes represent the possibility of
both pairs being used simultaneously.

Creation of groups After the comparison between the various polygons it
is necessary to transform the graph into groups of runways. To do that, the
algorithm picks a random node and adds it to an empty group. Then and se-
quentially, a connected node is added. As nodes are being added, each new node
has to be connected to all the nodes that were already added. If this is not the
case, a second group is created containing the same nodes belonging to the first
one with the only exception of nodes that have no adjacencies to the new node.
As adjacencies are being used, they are deleted in order to prevent infinite loops.
After every connected node is added to a group, the algorithm chooses another
node which still has adjacencies to test. This process ends when all adjacencies
are deleted.

After the determination of all the groups and based on the knowledge of the
demand for operations that the airport will have in the next interval of time, the
platform changes the active group of runways, if necessary, to allow a greater
flow of aircrafts. Since the determination of the best group requires attention
to several attributes, a decision algorithm SAW (Simple Additive Weighting),
where to each attribute is given a weight and where the sum of all the attributes
weight should be equal to 1.It is possible to see in Eq. 1, the way in which it is
calculated the fitness for each group. ac, ar, dc means, respectively, number of
active runways that the group has, number of runways to be used for landing and
number of runways to be used for departure. While Kr has a constant weight
throughout different demands,Kapp and Kdep vary according to the different
needs of the airport. Before being normalized so that the sum of all weights is
equal to one unit, Kapp and Kdep correspond to the ratio between the number
of flights to land or departure over the number of flights in the time interval to
be considered.
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Pgrouprunway = Kr
curac − worstac
bestac − worstac

+Kapp
curar − worstar
bestar − worstar

+Kdep
curdc − worstdc
bestdc − worstdc

(1)
The group to be used is the the group who has better fitness, or in case of a
draw, the first one is picked.

3.2 Airspace management near airports

Since it was necessary to organize the airspace near the airport, it was essential to
build a module capable of controlling the aircraft that were in the final phase of
their flight. Although a simplified form of airspace organization already existed,
it did not ensure neither the safety of the aircraft or some of the rules imposed by
the FAA (Federal Aviation Administration). Given the rudimentary predecessor
of the management described below, it was needed to implement from scratch
the holding pattern maneuver so aircrafts could comply with the rules imposed
by the US airspace control entity. The possibility of performing this type of
maneuver, however, does not ensure a safe and organized management of aircraft
in the airspace.

In a way to organize the airspace, a holding management queue, equal to
the one being used nowadays by real ATCs, is added. The essential about this
method is that all waiting aircrafts are now performing holding patterns around
the same fixed point (latitude, longitude) but separated by 1000 or 1500ft as the
FAA rules. With this method, we were able to eliminate all aircrafts that were
dispersed across the airspace and agglomerate all of them in specific spots.

From Holding Queue to Landing With airports being able to choose which
group of runways would be best for their current and future demand and their
airspace well organized, a way of improving their landing rate in order to prevent
the congestion is needed. With this in mind, it was implemented a new way of
sequencing aircrafts in their way to the runway.

The conservative version of the algorithm only allowed one aircraft to be on
the approach route to a specific logical runway. According with FAA[9], several
aircrafts can be on their way to the runway as long as vertical and horizontal
distances as well as time distances are fulfilled. Hereupon, it was necessary the
development of an algorithm that would be able to predict the localization of
several aircrafts in any given time. (see Algorithm 1)

4 Results

4.1 Creation of an algorithm capable of clustering runways

Scenarios To be able to test the algorithm implemented in Sec.3, several air-
ports with different runways’ configurations were chosen. For a first test scenario,
it was chosen the airport KCMH (John Glenn Columbus International Airport)
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Algorithm 1 Algorithm responsible for allowing aircrafts to initiate landing
protocol

1: procedure CanInitiateLanding(AircraftData airc)
2: Retrieve Location Of Next Aircraft
3: Check if runway is receiving open
4:
5: Check if there are any aircraft in its route
6:
7: if there are aircrafts landing then
8: Get both aircrafts estimated landing time
9: minimumRequiredDistance = Check if distance between last aircraft and

next are above minimum required
10: time = T ime In Minutes For Next Aircraft catch Last
11: if minimumRequiredDistance && lastAircraftEstLandingT ime >

nextAircraftLandingT ime + time then
12: aircraft can leave

13: else
14: aircraft can leave

which has two parallel runways that can be used simultaneously since the dis-
tance between runways is more than the required. Next, KCAK (Akron-Canton
Regional Airport) was picked as it has two intersecting runways. Finally, as a
third scenario, KCLE (Cleveland-Hopkins International Airport) was chosen.
This last airport has, unlike the others, three runways were none of which are
crossed.

Results obtained To evaluate the results given by the algorithm, it was taken
into consideration four attributes: number of groups created, number of groups
containing only runways for departures or arrivals and groups containing runways
to be used with both operations. In the Table 1, the results obtained for the
various scenarios, KCMH, KCAK and KCLE respectively, are shown.

Table 1: Acquired Results for the three scenarios
Scenario Groups Created Approach Groups Departure Groups Mixed Groups

#1 12 4 4 4
#2 8 4 4 0
#3 12 6 6 0

As mentioned above in Sec.3, as one physical runway has both sides, there are
two usable logical runways. However, the assigning of one logical, makes the its
pair automatically unavailable. It is important to remark that the algorithm cre-
ated more groups than those showed, however, the algorithm eliminates repeated
groups as well as groups who are contained in another.
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Being the only scenario where more than one runway that can be used simul-
taneous, the first scenario is the only airport where mixed groups can exist since
both runways can be used to perform different operations. As both physical run-
ways can be used to perform the same operations, four groups were created for
the other attributes. In relation to the second scenario and because we are facing
a cross-arrangement, there is an impossibility of having mixed groups. Never-
theless, 4 groups of approach and departure were created. Lastly, even thought
KCLE have three physical runways, the airport used for last scenario, does not
have any mixed group since all runways were not separated each other by the
minimum required by FAA. In short, the algorithm created works well and it is
able to adapt to different configurations of runways.

Having all possible groups created, there was a necessity to choose which
group was the better in a particularly condition. In order to culminate this
necessity, it was created, as described in the section above, a function capable of
determining how good a certain group is for a certain airport demand. To test it,
three different scenarios were created: one where the demand for departures and
arrivals are the same, a second where there is only demand for departures and
finally, a scenario where all aircrafts are asking for landing. The table represented
in Table.2 shows for each Airport-Scenario, the estimated values of how optimal
the best and worst group of runways is.

Table 2: Results obtained for best group of runways
Scenario 1 Scenario 2 Scenario 3

KCMH
0.65 1 1
0.55 0.1 0.1

KCAK
0.65 1 1
0.65 0.1 0.1

KCLE
0.65 1 1
0.65 0.1 0.1

Concerning the first airport KCMH, where it is possible to have mixed opera-
tion simultaneously, the function developed was able to choose a mixed group as
best for a situation where the airport has arrivals and departures. Regarding the
other scenarios, the function was able to pick a group containing groups with
only departure or arrival runways. About the other airports and for the first
scenario, because only one runway can be used at at a time, the worst group is
evaluated with the same rating as the best one since the runway is meant to be
used for both operations. For the latter scenario, the results were equal to the
ones obtained in the first airport, where the function was capable of picking the
groups of runways with the operation needed.

Through the Table 3, it is possible to notice that different demands result in
a differentiation of groups of runways to be used. As for a scenario where both
operations are needed, the algorithm is capable of choosing groups containing
both operations and for extreme cases of demand (only departure or arrival),
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Table 3: Best and worst groups for each Airport-Scenario
Scenario 1 Scenario 2 Scenario 3

KCMH
10R departure

28R arrival
28R departure
10R departure

10L arrival
28L arrival

10L departure
10R departure

10L arrival
28L arrival

10L departure
28L departure

KCAK
23 departure 23 departure 23 arrival

10 arrival 10 arrival 10 departure

KCLE
28 departure 28 departure 28 arrival

6L arrival 6R arrival 6L departure

the airport is able to opt for groups consisting of only runways with the oper-
ation needed. Through the same table, it is possible to notice that the groups
created contains x runways, being x the number of runways that can be used
simultaneously to that specific airport.

Although the results were satisfactory, different attributes needed to be in-
cluded in the function that calculates the fitness of each group to allow the
algorithm to be more dynamic.

4.2 Management of Holding Queues in Congested Airspace

To test the implemented approaches, each one was tested in three different and
fully mapped(using real routes and locations for waiting) airports. For each
airport, all the runways were closed and eight aircrafts were created and ordered
to ask for landing permission.

On a first scenario, KCMH airport, it was possible to notice a quite significant
improvement in both landing rate and average time that the last aircraft had
to wait in the waiting queue. When compared to the sequential version which
got a landing rate of 44.12 aircrafts per hour, the conservative version got a
modest 13.4 aircraft per hour. With the conservative version , the last aircraft
in the queue had to wait in average 8 minutes which is 3.25 times more than the
sequential version. On a second scenario, KCLE airport, where only one runway
can be used simultaneously, was used. Despite having a different configuration,
the sequential version continues to be the best approach since it got a landing
rate of 20.1 instead of 6.15 gotten by the conservative version. It should also be
noted that the value of landing rate is not the same of the first scenario since the
distance of the holding queue and the number of available runways are different.
The last aircraft went from waiting over an hour, in the conservative version,
to twenty minutes. Finally, for a last scenario, the KCAK airport was used and
similarly to KCLE, the sequential version got a landing rate of 21.7 aircrafts per
hour where the conservative version got a modest 6 aircrafts per hour. The last
aircrafts waited in average eighteen minutes in order to get clearance to land
instead of one hour and nine minutes when using the sequential version.

By carrying out the tests described above it has become clear that the use of
the sequential approach represents an improvement in the landing rate. However,
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although the used version contributes immensely to the improvement of the
landing rate, the length of the approach route as well as the configuration of the
tracks and the aircraft speed are able to significantly change it.

5 Concluding remarks

The present work has introduced improvements to the current state of the plat-
form by making it more dynamic and auto-sufficient. To do so, an adaptable
algorithm capable of clustering runways that can be used together and a fitness
function to determine which group is the best to the current demand seen at the
airport were implemented. Furthermore, as an well succeed attempt to improve
the landing rate of an airport, it was created an algorithm capable of sequencing
aircrafts that minimize the time between landings. While the algorithm respon-
sible for the grouping of runways has no limitation, the fitness function does
need to take into consideration more attributes such as direction of wind and
the length of the runways. On the other hand, the described way of controlling
the clearances to land given need to be workout to accommodate emergency
landing as well as redirections of aircrafts if expected landing times are too long.
In short, the features developed brought an improvement of 314% in the land-
ing rate and therefor a shorter time for aircrafts to wait for their permission to
land.

References

1. E. NAV Portugal, “Movimentos ifr totais na riv de lisboa,” jan 2017. Available
online at https://www.nav.pt/nav/quem-somos/dados-de-tr%C3%A1fego (Acessed
in June 2017).

2. Eurocontrol, “Eurocontrol seven-year forecast,” sep 2016. Available online
at http://www.eurocontrol.int/sites/default/files/content/documents/official-
documents/forecasts/seven-year-flights-service-units-forecast-2016-2022-september-
2016.pdf (Acedido em Junho 2017).

3. A. Salehipour, M. Modarres, and L. M. Naeni, “An efficient hybrid meta-heuristic
for aircraft landing problem,” Computers & Operations Research, vol. 40, no. 1,
pp. 207 – 213, 2013.

4. M. Soomer and G. Franx, “Scheduling aircraft landings using airlines preferences,”
European Journal of Operational Research, vol. 190, no. 1, pp. 277 – 291, 2008.

5. H. Balakrishnan and B. G. Chandran, “Algorithms for scheduling runway operations
under constrained position shifting,” Oper. Res., vol. 58, pp. 1650–1665, Nov. 2010.

6. A. M. Bayen, C. J. Tomlin, Y. Ye, and J. Zhang, “An approximation algorithm for
scheduling aircraft with holding time,” in 2004 43rd IEEE Conference on Decision
and Control (CDC) (IEEE Cat. No.04CH37601), vol. 3, pp. 2760–2767 Vol.3, Dec
2004.

7. J. Martyna, “Runway scheduling with holding pattern and service priority,” Auto-
matics/Automatyka, vol. 16, no. 2, p. 137, 2013.

8. D. C. Silva, Cooperative Multi-Robot Missions: Development of a Platform and a
Specification Language. PhD thesis, Faculty of Engineering, University of Porto,
Porto, Portugal, 2011.

9. F. A. Administration, “Pilot and air traffic controller guide to wake turbulence.”

Proceedings of the 13th Doctoral Symposium in Informatics Engineering - DSIE’18

1st Edition, 2018 - ISBN: 978-972-752-230-9 p.31



SESSION 2
Data Analysis

Metamorphic Virus Detection through Data Compression
Simão Reis

Outlier Identification in Multivariate Time Series: Boilers Case
Study
Joana Ribeiro

Automated Fare Collection Data For Measuring Socio-economic
Impacts On The Transport Supply*
Yassine Baghoussi



Metamorphic Virus Detection through Data
Compression

Simão Reis

IEETA / University of Aveiro, simao.paulo@ua.pt

Abstract. Malware is a malicious software that enforces unintended be-
haviour by the user on a computer system, threatening its security. Mal-
ware is commonly obfuscated to evade detection systems that use signa-
ture based techniques. The aim of this work was to detect the presence of
metamorphic malware (which changes itself each time it is propagated).
This is done by determining the distance between evolutions using a new
compression based metric where target file is compressed using a set of
files as reference. The principle is the following: if the objects x and y
are very similar in terms of information content, x can significantly be
compressed given y as reference, and vice versa. Moreover, if x and y are
very different compressing x given y should not differ greatly from com-
pressing x alone. The resulting malware detector achieved an accuracy
of 96% over the tested family of metamorphic worms.

Keywords: Kolmogorov Complexity, Algorithmic Entropy, Data Compression,
Similarity Measures

1 Introduction

Malware, short for malicious software, is any software used to disrupt computer
operation, gather sensitive information, or gain access to private computer sys-
tems. Metamorphic malware modifies its internal structure at each infection,
while remaining functionally equivalent [1].

Malware detection is a current area of research and given that malware ob-
fuscation techniques are constantly evolving, so must the detection methods.

Previous work [2], developed a metamorphic worm called MWOR that carries
its own morphing engine. Since the morphing engine could work as a signature,
MWOR can morph its own engine. It was build to evade HMM (Hidden Markov
Model) detection based techniques. Previous work [1], [3] initiated a study of
entropy based similarity check. Their experimentation was conducted over the
MWOR virus family. Concretely, they use data compression and Levenshtein
Distance [4]. The second one is computationally hard for very large strings.
Although they solve this problem by segmenting the strings into smaller ones
they somehow lose context from the past segments.

Therefore, we propose an algorithm to measure similarity between files using
on-line adaptive data compression and information distance, in order to label
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files as malware, given other metamorphosis of the same malware as reference.
Although metamorphosis changes the structures of a given malware program,
it should still be closer to other evolutionary stages of the same program than
other programs that are functionally different.

The rest of this paper is organized as follows. Sections 2 and 3 presents a brief
malware theoretical background. Sections 4 and 5 presents a theoretical back-
ground of information distance concept. Section 6 briefly presents CondComp,
a compression software developed to build models using multiple files as refer-
ence. Section 7 present our proposed malware detector. Section 8 presents our
experimentation. Finally, Section 9 presents our conclusions and future work.

2 Malware Classification

Computer viruses, worms, spyware, trojan horses, rootkits, are all types of mal-
ware [1], [5], [6]. In this section we pretend to describe each type of malware,
each one defined by their functional behaviour.

Viruses are harmful software that append to executable files and have the
ability to replicate themselves. When the infected file is run, the virus code is
executed. In the case of metamorphic viruses it can evolve into new variants and
modify itself. Virus propagate through the network or media devices like USB
pen drives.

Worms are malicious software that can replicate themselves and propagate
trough the network. Contrary to virus, they are standalone and don’t require
external executable code to run.

Trojans emulate the behaviour of an authentic software, hijacks the users
credentials and gains control of the system.

Spyware tries to collect confidential information of user like credentials, web
activity, keys pressed, etc. They don’t present self-replicating abilities like viruses
and worms.

Rootkits try to hijack a system by gaining administrator access of a system
and tries to hide all traces of its behaviour that the system has been compro-
mised. They fall into two categories: the ones that gain control of user mode
privileges and the ones that gain control of kernel mode privileges. Both cases
are irreparable.

3 Malware Variants

Malware can be classified by their structural behaviour as polymorphic or meta-
morphic [5].

Polymorphic malware maintains its code intact but is programmed to look
different each time it replicates. It is constituted by the malicious encrypted code
and a decryptor module. In each mutation the same payload (malicious code) is
encrypted with a different process and has attached the correspondent decryptor
module.
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Metamorphic malware uses different types of obfuscation techniques to
reprogram itself into a new code similar to the original. They can mutate while
traversing the network. Multiple techniques used by metamorphic malware in-
volve: (i) disassembling, (ii) permutation, (iii) expansion, (iv) assembling, etc.

4 Kolgomorov Complexity

Considering the string "abababababababababab". We could also write a sym-
bolic representation as "10ab" (ten times ab), this one being shorter. The first
is called representation by enumeration, the second is called representation by
comprehension.

There are many more examples we can find. Consider the program in C:

x[0] = 0; x[1] = 1; x[2] = 2; x[3] = 3; x[4] = 4;

Alternatively, we could express the same program with a loop instruction:

for (i = 0; i <= 4; i++) x[i] = i;

Both statements are functionally equivalent, setting all the positions of the
array of length 5, but the second program with just one statement instead of five,
and most importantly a shorter representation (written with less characters).

A string s can be represented by explicitly writing all of it’s characters or by
writing a program p that generates that string (note that writing all characters
is also the result of an algorithm that generates s). That program is a symbolic
representation of the string, where all steps to write the string are implemented
within it. As in the first example string "10ab" tells that we must read the string
as being the sub-string "ab" five times in a row.

Formally: if we have a set of descriptions of s, di(s), the Kolgomorov Com-
plexity K(s) is the length of the description of minimal length (i.e. it uses the
fewest symbols possible to represent the string) [7]

K(s) = min
i
|di(s)|. (1)

The complexity of a string is it’s minimal description, either by enumerating
all its characters or either by writing the minimal program that generates that
string. A description with length equal to the Kolgomorov Complexity of the
string, it’s called Kolgomorov random, as there are no more patters in the string
that can be used to describe it in a shorter way.

5 Information Distance

The Kolgomorov Complexity of a string gives us its self information, the number
of symbols needed to represent the string. But what we pretend is to measure
the distance between strings instead of measuring and individual string.
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From the definition of the Kolgomorov Complexity, we can define the concept
of Information Distance (ID) or conditional Kolgomorov Complexity K(x|y) of
string x given y as input (or reference) [8]. This can be interpreted as the length
of the shortest program that generates x from y, pi : y → x,

ID(x, y) = K(x|y) = min
i
|pi|. (2)

The Levenshtein Distance is an example of a information distance metric.
Consider the strings "cat" and "rat". To transform the first one to the second
one we just substitute character "c" by character "r", one operation. The Lev-
enshtein Distance of "cat" from "rat" is one. Other operations involve inserting
or removing characters. Each operation has the same cost as it changes the same
number of characters per operation. The Levenshtein Distance is the minimum
number of operations to transform a string to another.

But two problems prevails. Consider two strings of 1000000 bits with a dis-
tance of 1000 bits (1000 operations in terms of Levenshtein Distance) and two
strings of 10000 bits with 1000 bits of distance also. In the first case, they are
closer to each other than in the second case [9] as in they have a less percentile
of different bits (0.001%) and in the second case 10%. The first problem is that
Information Distance is an absolute measurement. Therefore we must introduce
the Normalized Information Distance (NID), a relative metric. It uses the self
information as a factor:

NID(x, y) =
max{K(x|y),K(y|x)}

max{K(x),K(y)} . (3)

The NID of the first string pair is 0.0001 and 0.1 in the second pair, now
clearly distinguishing the distance of both pairs. The max terms are too see
which string compresses better the other.

The second problem with this metric is that the Kolgomorov Complexity is
non-computable. An alternative could be the use of the original size of the file
as the factor, but as said in [9], the triangle inequality is not satisfied, and thus,
it is not a metric.

Thus an approximation of the NID may be calculated using the length of
compressed data as the complexity measurement, to use data compression as an
approximation of the Kolgomorov Complexity or self information:

|C(s)| ∼ K(s). (4)

In [10], the metric Normalized Compression Distance (NCD) is defined as:

NCD(x, y) =
|C(xy)| −min{|C(x)|, |C(y)|}

max{|C(x)|, |C(y)|} . (5)

xy is the concatenation of string x and y.
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6 Conditional Compressor

An adaptive compression software was used, the Conditional Compressor (Cond-
Comp) developed by Institute of Electronics and Informatics Engineering of
Aveiro (IEETA). CondComp measures information distance between files based
on the compression obtained from a target file. It allows the use of a set of files
as reference. It uses Markov Models (conditional probabilities) to build models
of occurrence of characters of 8 bits and as such to perform nth-order entropic
compression. This means that instead of the usual entropic compression where
one has the probabilistic model of symbol occurrences from a given alphabet,
it uses conditional probabilities, building the probabilities of a 8 bits character
occurring after the occurrence of another sequence of n characters. It is adaptive
because if the current models present bad results, they are discarded and new
ones are build on-line in place.

The parameters of compression are a 4-tuple (R, tk, rk, γ) where R is the set
of files to be used as reference, tk is the search depth on the target file, rk is
the search depth of each reference file and γ is the ease to maintain the current
model.

7 Malware Detector

Our developed malware detector follows the structure of a classic classifier but
using the NCD as the similarity metric.

A malware detector D is a function

D : P → {malicious,benign}, (6)

where P is the set of executable programs. It scans a program p ∈ P and classifies
it as malicious or benign (binary classification).

The three relevant outcomes are: (i) false positives, (ii) false negatives and
(iii) hit ratio. False positives is when a benign file is classified as malicious. False
negative is when a malicious file is classified as benign. Hit ratio (or true positive)
is when a malicious file is correctly detected.

As CondComp builds models based on a set of files R, we don’t use the
NCD, as traditional compression tools only use the self information of a file
to compress it, but a new more powerful compression metric that approximates
more to the definition of conditional Kolgomorov Complexity. We call this metric
the Normalized Conditional Compression Distance, and define it as:

NCCDp(x) =
|C(x|R)|
|C(x)| =

CondComptk,rk,γ(x|R)

CondComptk,rk,γ(x)
(7)

CondComptk,rk,γ is the returned value by CondComp with parameters tk, rk, γ.
The algorithm proposed have the goal of measuring the NCCD of the target

file x from a set of malware file references R and see if the distance is bigger
than a specified threshold t. If the distance is less than or equal to t, x is labeled
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Algorithm 1 Malware classification algorithm

1: procedure MalwareClassifier(f, p, t)
2: d← NCCDtk,rk,γ(f) . Distance from malware
3: if d ≤ t then
4: return True
5: else
6: return False

as malware. Otherwise its too far from being a malware. Algorithm 1 describes
this process in pseudo code.

To find the best parameters and threshold to our algorithm, a training algo-
rithm was developed. It first calculates the NCCD of a set of viruses V and a set
of benign files B having another set of viruses V ′ with V ∩ V ′ = ∅ as reference.
Next, the threshold t is set as the biggest NCCD obtained from evaluating the
NCCD of each element of V . Then it is tested how many files from B gave a
NCCD greater than the threshold and the success rate is saved. After that it’s
calculated the average distance of the files in set B from the set of references V ′.
If the success rate and average distance are greater than all previous ones the
current combination of parameters is saved as the best one. If the success rate
is the same it is preferred the case with the largest distances to have more error
margin. It is shown at Algorithm 2.

CondComp was developed in the C/C++ programming language. Our mal-
ware detector algorithm was implemented and tested as a Python programming
language script. The detector calls CondComp binary to calculate the compres-
sion degree of each file.

8 Tests and Results

8.1 Virus data

It was used as a set of virus data a family of metamorphic worms called MWOR1.
These worms were designed to defeat statistical based classifiers that rely on
assembly opcode based analysis [1]. MWOR family has the ability to insert
arbitrary amounts of dead code into the generated malicious code [1]. MWOR
worms also copy benign code and place it within themselves [1].

Both in the reference virus files as in the target virus files, it was chosen
multiple non-adjecent evolutions of the generation 4.0 of MWOR2, in such way
that they wouldn’t be the same as required by the Algorithm 2. The worms used
as data reference are shown in Table 8.1, while the target worm files used are
shown in Table 8.1.

1 http://cs.sjsu.edu/~stamp/viruses
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Algorithm 2 Malware classification training algorithm

1: procedure MalwareTraining(V,B, P )
2: l← |B′| . Number of tests
3: br ← 0 . Best success rate
4: ba ← 0 . Best average distance margin
5: bt . Best threshold
6: bp . Best parameter combination
7: for p := tk, rk, γ ∈ P do
8: V ′ ← ∅ . Virus NCCD samples
9: B′ ← ∅ . Benign NCCD samples

10: for v ∈ V do
11: V ′ ← V ′ ∪ {NCCDp(v)}
12: for b ∈ B do
13: B′ ← B′ ∪ {NCCDp(b)}
14: t← max(V ′) . Threshold
15: s← 0 . Success count
16: d← 0 . Distance measure
17: for b ∈ B′ do
18: if b > t then
19: s← s+ 1
20: d← d+ b− t
21: r ← s÷ l . Success rate
22: a← d÷ l . Average distance
23: if r ≥ br ∧ a > ba then
24: br ← r, ba ← a, bp ← p, bt ← t

25: return (bp, bt)

Table 1. Reference dataset of MWOR binaries from one generation.

1 MWOR2/worm gen.dc4.0/MWOR 5 6 MWOR2/worm gen.dc4.0/MWOR 55

2 MWOR2/worm gen.dc4.0/MWOR 15 7 MWOR2/worm gen.dc4.0/MWOR 65

3 MWOR2/worm gen.dc4.0/MWOR 25 8 MWOR2/worm gen.dc4.0/MWOR 75

4 MWOR2/worm gen.dc4.0/MWOR 35 9 MWOR2/worm gen.dc4.0/MWOR 85

5 MWOR2/worm gen.dc4.0/MWOR 45 10 MWOR2/worm gen.dc4.0/MWOR 95

Table 2. Virus dataset of MWOR binaries from one generation.

1 MWOR2/worm gen.dc4.0/MWOR 0 6 MWOR2/worm gen.dc4.0/MWOR 50

2 MWOR2/worm gen.dc4.0/MWOR 10 7 MWOR2/worm gen.dc4.0/MWOR 60

3 MWOR2/worm gen.dc4.0/MWOR 20 8 MWOR2/worm gen.dc4.0/MWOR 70

4 MWOR2/worm gen.dc4.0/MWOR 30 9 MWOR2/worm gen.dc4.0/MWOR 80

5 MWOR2/worm gen.dc4.0/MWOR 40 10 MWOR2/worm gen.dc4.0/MWOR 90
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8.2 Benign data

MWOR2 generator produces Linux based worms [1], and injects into the code
benign code of Linux files [2]. Therefore we use Linux command binaries as the
benign data set. The files used are specified in Table 8.2.

Table 3. Benign data set of linux binaries.

1 /usr/bin/gcc 7 /sbin/ifconfig

2 /bin/ls 8 /bin/ping

3 /bin/cat 9 /bin/cp

4 /bin/dir 10 /usr/bin/apt-get

5 /bin/mkdir 11 /usr/bin/sudo

6 /bin/mv

8.3 Classification Tests

Using the training algorithm, it was tested many combinations of the tuple
p = (R, tk, rk, γ), with tk ≤ 6, rk ≤ 6, γ ∈ {0.9, 0.8, ..., 0.1} and R with one to
eight worm references. In the end the combination that showed the best training
results was bp = (|R| = 8, tk = 4, rk = 3, γ = 0.9) with a success rate r = 1.0, an
average distance d = 0.11198 and a threshold bt = 0.79064.

Using the best parameter combination and the classification algorithm, all
WORM2 generations (0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 4.0) and benign files from /bin/

directory and /usr/bin/ directory are classified. The success rates are shown in
Table 8.3.

Table 4. Similarity Results

Data set Success rate

MWOR2/* 99.42857%
/bin/* + /usr/bin/* 96.77246%

Having 100 evolutions from each WORM2 generation, giving a total of 700
tests only 4 resulted in false negative and all were from generation 4.0, the same
used in the reference set. There was still a significant amount of false positives
in the benign files, probably because of the MWOR ability to insert benign code
at his metamorphosis and because the variety of the benign files is larger than
the worm files.

9 Conclusion

Despite the very small quantity of training samples, the results were highly posi-
tive, most of the worms were labeled as malware. The downside is the significant
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amount of false positives obtained in the set of Linux command files. More accu-
rate results could have been obtained with by testing with more benign samples.

Information based metrics have applications beyond the virus detection in
the realm of classification problems. For example, detect the authorship of a
text. Given texts from the same author as reference, other texts written by the
same author should be significantly more compressed than texts not written by
him.

So we hope in the future to apply NCCD in other fields like authorship de-
tection. In the metamorphic virus realm, future work could involve testing more
parameter combinations, mainly use different reference set and better compare
our results with other previous works.
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Abstract. The existence of abnormal values in data sets of day-to-day actions is 

common. Usually denoted as outliers, the search for these values is frequently 

performed to exclude them from the study. However, thinking in fraud detec-

tion or disease diagnosis, outliers can often represent a goal of study. In this 

work, a methodology to detect outliers in multivariate time series by translating 

the multitype variables into strings is presented. After that, common classifica-

tion algorithms can be applied to identify outliers.  

An application is performed into a real data set regarding the energy field. 

This data represents boiler operations and the main goal is to identify his faults. 

A major part of the work concerns the data set processing steps that enable the 

application of common machine learning algorithms. In the end, besides the 

boiler malfunctions, normal operation cycles were also identified. We aim that 

the studied methodologies improve the real-time fault identification of the oper-

ating devices allowing safer appliances. 

Keywords: Outliers, Time Series, Multivariate. 

1 Introduction 

With the increasing capacity of technology, the most varied types of information from 

real-life events are nowadays available in databases. With this, a greater difficulty in 

find machine learning algorithms capable of dealing with new data interest aspects, 

such as time, also appeared. Instead of unchangeable variables considered in the most 

frequent case studies, such as petal length and width in the Iris flower data set, data is 

now seen as a vast and complex set of variable evolutions through time representative 

of changing behaviors. Machine learning algorithms should consider not only the 

variables values but also the relation between them and time.  

Abnormal values are usual in real-life events. Frequently denoted as outliers, they 

are different from what is considered to be normal in each specific case study. In some 

situations, these values are not common data set noise but, instead, they represent 

changes or malfunctions in the systems [1] – [6]. Considering environmental changes 

or fraud detection, outliers can have their own interest of study. Machine learning 

algorithms are useful to detect them, improving human intervention, for example 

when predicting components faults. 
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The data set in study concerns boilers operations, which may not always perform 

their essential function of hot water supply. The goal is to identify the abnormal boiler 

operations through the classification of operation cycles. Since we are considering 

real data, normal operation is more frequent than failure. This implies a low frequency 

of outliers in the data set, which usually translates into a classification preference for 

the most frequent class since most machine learning algorithms are statistically based. 

The main difficulty of the data set stands in the variety of variables from numeric 

to strings, along with the time factor. The proposed method is the value-trend ap-

proach: a way of representing time series by strings. This data transformation allows 

to apply some common machine learning algorithms and solve the time series 

classification problem. 

In Section 2, the main characteristics of the data set are presented along with the 

first processing steps. Section 3 concerns the value-trend approach along with its ap-

plication to the data set. In Section 4, as an example of application, one classification 

algorithm is constructed considering some set variations and the performance 

measures are investigated. Conclusions and future work are presented in Section 5. 

2 The Data 

As stated before, the data in study concerns several different boilers operating in cus-

tomer’s houses whose main function is to supply hot water. This request can be made 

as domestic water (hot water - HW - cycle), such as hot water for bathing or kitchen, 

or as central heating (central heating - CH - cycle), in which hot water closed circula-

tion along the house allows to heat wall-hung heating devices. There is an additional 

mode called boost cycle, which provides a quicker supply of hot water. These cycles 

are considered normal operations and are the most frequent in the data.  

Boilers have sensors collecting data of, for example, temperatures, flow and num-

ber of heating requests made, and state variables such as open or close valves, re-

quests for heating, among others. Therefore, the data set is constituted by continuous 

and discrete variables. Note that the state variables can be transformed in discrete 

values such as binary. Every such variable always assumes two opposite values: 

On/Off, Yes/No, HW/CH, among others, and so, these variables were coded as 1 and 

0, respectively. The set is then constituted by 40 discrete and 29 continuous variables, 

along with 4 string variables concerning the boiler model and the gateway software 

that will be considered for the classification task without any processing.  

One last very important variable is the fault code. Boiler malfunctions are associat-

ed with faults identified by the appliance software and automatically tagged with a 

fault code. This software can identify 39 different fault codes. The set is constituted 

by labeled data: a target variable corresponding to the fault code; but also data con-

cerning appliance malfunctions that were not identified, resulting in unlabeled obser-

vations. The goal is to apply classification algorithms able of identify these latter 

faults. Novelty detection [7] is one possible approach to outlier identification. It con-

sists in obtaining a model of normal operation and attribute the outlier label to all 

behaviors that do not fit in such patterns, considering some threshold. 

Proceedings of the 13th Doctoral Symposium in Informatics Engineering - DSIE’18

1st Edition, 2018 - ISBN: 978-972-752-230-9 p.43



3 

 

Boilers normal operation cycles are also not identified by the appliance software 

and consequently, they are not labeled in the set. To apply classification algo-

rithms, we must attribute a class to all the observations of (at least) the train set. A 

few variables let us recognize if there has been any hot water or central heating re-

quest. Therefore, 100 observations of each HW, CH and boost cycles were manual-

ly labeled considering expected behaviors, despite there are not consensual rules to 

decide if a cycle is of normal operation or not. 

Through data visualization of normal operation cycles and identified faults, it 

was possible to exclude variables with no labeling influence, such as those with no 

value variations from label to label, resulting in a reduction to 40 variables. Later, a 

statistical study of means and percentage of missing values due to new sensors not 

existing in the available models, allowed to exclude 9 more variables, resulting in a 

total of 31 variables instead of the original 74. 

The data was collected within one year and four months concerning 1563 appli-

ances of about 5 different models and stored in Mongo1 database. Although data is 

received every millisecond, only the variables for which there has been any change 

in the value or state are recorded, and so, data matrices are full of empty entries 

which do not always correspond to missing data. Consider the data matrix reduced 

example of Table 1 concerning three variables during 60 milliseconds of boiler op-

eration. Investigating the variable "Water Temp.", the value 20 has been recorded 

at 01:30:00.000. Since there were no value changes for this variable in the next 

milliseconds, the matrix entries are empty (lines 2,3 and 4 of the second column) 

although the appliance is always recording. At 01:30:00.400 a new value has been 

detected: 22, and so, a new entry was recorded for the “Water Temp.” variable. 

Table 1. Data recording example. 

Time Water Temp. Gas Fan 

01:30:00.000 20   

01:30:00.100  1  

01:30:00.200   1 

01:30:00.300   0 

01:30:00.400 22   

01:30:00.500 23 0  

 

To represent the realistic continuity of values in the matrices, the first approach 

would be to copy the last saved value until a new entry happens, for each column of 

the matrix, one by one. However, this leads to a fake translation of the boiler opera-

tion. There is one specific fault of data loss due to connectivity gateway problems. 

When the connectivity gateway fails, data is not transmitted. So, copying the data 

would not allow to identify this fault, since there would be no missing values. Also, a 

                                                           
1  https://www.mongodb.com/  
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subset of distinct faults is due to different sensors that stop working. For example, if 

some temperature sensor breaks, the temperature is not measured until the sensor is 

fixed. By copying the last saved value until a new entry happens, it would give the 

idea of a stable temperature over time. However, the temperature could have change 

due to some heat request. With this data copying method, the sensor fault would be 

impossible to identify, since no missing data would exist.  

Through data analysis it was possible to conclude that state variables always regis-

ter a new entry around every 4 minutes, even if there has been no state change. So, the 

continuity of values was accomplished by verifying if, for any predictive variable, the 

last saved value was within less than 4 minutes. If that happens, then the last value of 

each column is copied until a new value appears. This will allow the identification of 

the data loss fault, since it happens for more than 4 minutes. However, in the case of 

sensor faults it was not possible to avoid the impossibility of identification. There is 

an exception that happens when, for example in the temperature sensor fault, the vari-

able concerning that temperature do not have saved values in the matrix time range. 

Therefore, there would not exist values to copy through that column. So, in few cases, 

sensor faults can be identified by data loss (empty columns in the matrix), together 

with other data patterns. 

3 Value-Trend Approach 

The main difficulty of the proposed problem is in the several specificities of the mul-

tivariate time series that common machine learning algorithms have difficulty to deal 

with. Some variables are represented in the format of strings, like the boiler name, and 

others as numerical, such as temperatures. Also, there is a big importance in capture 

each variable behavior and relate all the variables between them and time. Several 

algorithms have been proposed to deal with time series data [8] – [15], but we could 

not find any able to solve our specific problem due to the high specificity of the data. 

The algorithm studied in this section is responsible for perform a representation of 

the information present in a time series in a simpler and unified form, enabling the 

implementation of common machine learning algorithms. It was devised by Eamonn 

Keogh and Jessica Lin in 2002 [17], consisting of two main steps: the transformation 

of the time series into sets of vectors through the piecewise aggregate approximation 

algorithm (PAA) and the conversion of those vectors into a set of letters by the sym-

bolic aggregate approximation algorithm (SAX). An additional phase where a trend 

analysis is performed as an improvement of the SAX algorithm is also discussed. This 

data transformation is made considering each predictive variable individually. 

3.1 Piecewise Aggregate Approximation 

The PAA algorithm is used to divide the time series into a vector of equally sized 

segments [18], [19]. By definition, this algorithm transforms any time series 𝑋 of 

length 𝑚 into 𝑛 segments of time, resulting in a vector 𝑋 =  (𝑥1, 𝑥2. . . , 𝑥𝑛) of tem-

poral segments, where 𝑛 is any arbitrary integer such that 𝑛 ≤  𝑚. Then, considering 
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each of the segments, the average value of each variable is calculated: for each tem-

poral segment 𝑖, with 𝑖 = {1,2, . . . , 𝑛}, and each predictive variable 𝑗, the mean value 

𝑤𝑗𝑖  is calculated. 

The number of segments to be considered can vary between only one segment, and 

in this case the entire time series is equal to as many univariate vectors as the number 

of variables under study, up to the number of value registrations considered for the 

time series, taking each vector the same dimension as the time series.  

In the specific case of the data set under study, after applying the PAA algorithm, 

we will have the same number of vectors as the number of predictive variables. Each 

vector will have dimension equal to the number of segments considered to represent 

each of the time series. Thus, each time series is represented by a set of multidimen-

sional vectors, all with the same dimension. Note that we have been considering the 

partition of the time series into 𝑛 segments and, so, we already have a dimension re-

duction. 

Consider the time series present in the left of Fig. 1, represented as a matrix of 𝑚 

lines and 𝑘 columns, corresponding to 𝑚 time registrations of 𝑘 variables. After ap-

plying the PAA algorithm, we obtain the matrix of the right side of the same Figure. 

Each 𝑤𝑗𝑖  represents the mean value of the 𝑗 − 𝑡ℎ variable in the 𝑖 − 𝑡ℎ segment, with 

𝑗 = {1,2, . . . , 𝑘} and 𝑖 = {1,2, . . . , 𝑛}. Note that we have been considering the parti-

tion of the time series into 𝑛 segments and, so, we already have a dimension reduc-

tion.  

 
Fig. 1. Application of the PAA algorithm in matrix format. 

3.2 Symbolic Aggregate Approximation 

The SAX algorithm consists in assigning a letter to each mean value previously ob-

tained with the PAA algorithm [16], [17]. 

An extensive and rigorous analysis performed in [20] has shown that time series 

data, after being normalized by Z-score, usually follows a Gaussian distribution. This 

detail enables a conscious attribution of letters to the mean values since allows the 

partition of the Gaussian probability density function into equally spaced breakpoints. 

This partition must be performed according to the number of letters that we want to 

associate with the mean values. Relating a letter to each area obtained by partitioning 

the probability density function, a letter is assigned to each mean value. 

Fig. 2 shows a time series with one normalized variable, where six segments were 

considered for the PAA algorithm. Then, four breakpoints were defined in the Gaussi-

an probability density function, resulting in the partition of possible mean values into 

five intervals. Subsequently, a letter of the alphabet was associated with each mean 

value. For example, the mean value in the second segment is above the first break-
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point and below the second one defined in the Gaussian function. So, this segment has 

been associated with the letter ’b’. Moreover, since the variable mean value in the 

fourth segment is above the last breakpoint of the probability density function, this 

segment was assigned with the letter ’e’. Proceeding successively in this way, the 

time series represented as a vector of mean values, from the PAA algorithm, is now 

transformed into a string. In this case, the resulting string representative of the time 

series is ’cbcedd’. 

Fig. 2. Application of SAX algorithm in a univariate time series. 

3.3 Trend Analysis 

A study carried out in [21] suggests that an additional phase should be performed 

after the application of the SAX algorithm. The idea is to associate to each temporal 

segment not only the letter representative of the mean value but also its tendency of 

growing, decreasing or stability. In fact, we can easily obtain two different time series 

with the same SAX representation but, when associating its trends, becoming distinct 

strings. So, the objective is to capture the trend in each temporal segment constructed 

in the PAA algorithm. 

The attribution of the trend information is made through its association to a straight 

line. The search for the line that best fits each variable behavior is performed using 

the least squares method, that is, we intend to obtain the model 𝑦 =  𝑎𝑥 + 𝑏 such that 

∑ (𝑦𝑡 − (𝑎𝑥𝑡 + 𝑏))
2𝑠

𝑡−1  is minimized, where 𝑥 denotes the time variation, with 𝑡 =

1, . . . , 𝑠 considering the 𝑠 existing values registrations of the variable in the segment 

under transformation, and 𝑦 represents the value of the variable in each time point 𝑡. 

Note that this step is performed for each segment, similarly to the steps taken in the 

SAX algorithm. Then, after the line is obtained, its slope is used to assign a second 

letter to the variable under study in this time segment: ’G’ for growth, ’D’ for decay or 

’S’ for stable. 
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Fig. 4: Processing steps of the value-trend approach. 

Let us illustrate the process with the following example of a univariate time series 

(see Fig. 3). After the application of the SAX algorithm with seven temporal segments 

and seven letters to represent the mean values, we obtain the sequence ’cegedcc’, 

which is represented in purple color. Then, a straight line, represented by the green 

color, was adjusted to the variable in each temporal segment. According to the line 

slope, a second letter was attributed to each temporal segment. This last attribution is 

represented with a gray color. In the end, the complete time series is represented by 

the string ’cDeGgDeDdGcDcS’. 

 

Fig. 3. Value-Trend approach applied to a univariate time series. 

In conclusion, Fig. 4 shows the main processing steps starting from a multivariate 

time series with 𝑘 variables and 𝑚 time registrations. Considering the time series 

partition into 𝑛 segments, the final representation of the matrix is a set of 𝑘 strings 

with 2𝑛 length each. 
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4 Implementation and Evaluation 

After processing the data, we apply the value-trend approach followed by the 

classification methods. All the previous and next steps were performed using Matlab 

software. First, the value-trend approach was implemented. Then, as an example of 

application, some decision tree models were constructed and evaluated taking some 

variations of the data set into consideration.  

Main SAX code for Matlab is available for download2. The output of the SAX al-

gorithm for each predictive variable is a string representing the mean value of the 

variable in each segment. The length of this string is equal to the number of consid-

ered segments. Some modifications were made to the original code so we can also 

obtain the trend approximation, which is made by fitting the variable behavior in each 

segment into one straight line attending the minimization of the mean square error. 

The segments are the same that were considered in the SAX algorithm. For this pur-

pose, "polyfit" Matlab function was used to obtain the slope of the wanted straight line. 

The modified algorithm output is the string from the value-trend representation of 

each predictive variable. 

The choice of the number of segments was based on each time series length. For 

data relative to more than 10 minutes, the time series is divided into segments of 2 

minutes. For time series with length between 2 and 10 minutes, segments of 30 sec-

onds have been formed. In the case of time series with less than 2 minutes, the num-

ber of segments is equal to 20 times the time series length in minutes.  

The appliances software can identify 39 different faults, each fault related with a 

specific boiler component failure and possible maintenance solutions documented. 

Thus, a total of 42 classes were considered for the time series classification problem, 

corresponding to the 3 normal operation cycles and the 39 existing fault codes. 

When trying to understand the appliances faults, we found that the causes approx-

imate to some simple logic rules. For example, consider that there is an order to use 

hot water but the temperature at the output is not increasing, despite it is below the set 

point. This fault can be traduced into: hot water order → temperature not increasing 

and temperature bellow the set point ⇒ fault. So, the decision tree model was the first 

one making sense to be used for the classification problem as it is also based on sim-

ple logic rules. The construction of the decision tree model was made considering 10-

fold cross validation and the Matlab command "fitctree". Three different splitting 

algorithms – “pull left by purity”, “principal component-based partitioning” and “one 

versus all by class” - were used to construct the decision rules, all of them available in 

Matlab. Also, Matlab skills were used to optimize some parameters of each model, 

such as the minimum number of observations in each leaf node or the maximum 

number of splits. The choice of the best parameters values is based on the minimiza-

tion of the cross validation loss.  

After testing the splitting rules, "one versus all by class" was the one that minimize 

the cross validation loss. A new decision tree model was then constructed considering 

this splitting rule and its optimized parameters. In this next phase, the cross validation 

                                                           
2  https://cs.gmu.edu/~jessica/sax.htm 
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technique is considered with 5 folds instead of 10. Some measures of performance are 

presented in Table 2, remarking that the obtained accuracy is considerably low 

(38.46%). 

 

Table 2. Performance measures for the optimized decision tree model in the 42-class prob-

lem. 

Measures  

Classified Observations 99.83% 

Accuracy 38.46% 

 

The number of labeled occurrences per fault vary between 1 to 133 in a total of 

1185 classified cycles. As is possible to see in Fig. 5, this is clearly an unbalanced 

data set. We note that the low accuracy result is related to the multiclass problem with 

42 classes. Therefore, a new approach was made: the labels were reduced to the clas-

ses that present more occurrences than the mean value of occurrences - 11 classes - 

plus the normal cycles - 3 classes each with 100 occurrences - in a total of 14 classes.  

 

Fig. 5. Number of occurrences per fault and mean value of occurrences (horizontal line). 

The decision tree models were constructed once again considering 10 folds cross 

validation, the previously tested splitting rules and making use of the optimization of 

parameters. Once again, the "one versus all by class" splitting rule is the one that min-

imizes the cross validation loss. A new decision tree model was constructed consider-

ing this splitting rule and its optimized parameters. The cross validation technique 

was performed with 5 folds and some measures were obtained (consider Table 3). 

However the accuracy remains low, the results were better than considering the 42-

class problem. Also, in the 14-class problem, the observations were all classified, 

when before only 99.83% of the observations were attributed to one class. 
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Table 3. Performance measures for the optimized decision tree model in the 14-class prob-

lem. 

Measures  

Classified Observations 100% 

Accuracy 44.30% 

 

In the following step, the classes were divided into two classes: fault or normal cy-

cle. This allows to evaluate the appliances with more confidence, since it is not al-

ways needed to know which fault occurred but just the frequency of faults along time, 

so we can conclude about the appliance lifetime. Therefore, a new decision tree model 

was constructed and optimized, also considering the previous splitting rules and 10 

fold cross validation. The "pull left by purity" splitting rule was the one that minimiz-

es the cross validation loss. So, a new decision tree was constructed considering this 

splitting rule and its optimized parameters along with the technique of cross valida-

tion with 5 and 10 folds. As expected, much better results for the accuracy measure 

were obtained compared to the previous approaches (consider Table 4). 

Table 4. Performance measures for the optimized decision tree model in the 2-class problem. 

Measures Classified Obs. Sensitivity Specificity Accuracy Precision F1 

5 folds 100% 79.00% 95.48% 91.31% 85.56% 82.15% 

10 folds 100% 60.33% 99.55% 89.62% 98.22% 74.75% 

 

The specificity was in both cases higher than the sensitivity. Since in this study the 

"positive" class corresponds to the normal cycles and the "negative" class to the 

faults, the algorithm is better at classifying faults than normal cycles. The decision 

tree model trained with 5 folds have classified the true class more times than the 10 

folds decision tree models, according to the accuracy results, while the precision of 

the results were better in the 10 folds trained model - and so, this is a more consistent 

model. F1-measure reflects the combination of these two last metrics. Consequently, 

better results were obtained when considering the 5-folds cross validation technique, 

which is expected since this problem suffer from number of observations. 100% of the 

observations were classified by both models. 

5 Conclusions 

The main difficulty of this work was to find an algorithm able of classify time se-

ries with predictive variables in the form of strings, continuous and discrete values. 

The final solution was to transform the time series to allow the application of common 

machine learning algorithms using the value-trend approach, where each predictive 

variable was coded as one string. In this way, it was possible to express all the 

different types of predictive variables into just one (strings). Also, the behaviors pre-

viously represented in a set of matrix lines were transformed into a single string (one 
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line matrix). Therefore, each time series became a single matrix of strings, and so, a 

multivariate classification problem of string type variables. 

Since the behavior over time is the most important feature to the problem at hand, 

the trend variation was also considered to extract information from the time series. 

This is a novel approach to the existent SAX algorithm. 

The main goal of this work was the construction of an algorithm able to identify 

faults, and so, the 5 folds decision tree model is the more useful model. Also, not only 

the faults were identified but also cycles of normal operation. 

Future work includes the prediction of faults in a space time of one week before. 

Also, it is important to distinguish the faults of the sensors that were not possible to 

obtain to the continuity of values approach. The novelty detection family of methods 

should also be put into comparation with the presented approach. 
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Measuring Socio-economic Impacts on the
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Abstract

Automated Fare Collection (AFC) systems are being used increasingly
by the public transit agencies. Although their main purpose is to store
transaction data for financial accounting processes, they also produce a
large amount of data which can be useful to transit analysts as well as to
researchers, from the daily operations of the transit system to the long-
term evaluation of the network. This paper explores the potential of AFC
data for studying and assessing the impact of a major change in tran-
sit fare structure that took place in the greater Paris metropolitan area
and presents a specific method applied to measuring the socio-economic
impacts of this innovative approach on the transport supply.

1 INTRODUCTION

Smart card fare collection systems are now implemented all over the world. The
concept is well advanced in Europe, especially in France [6]. The smart card
fare systems were introduced to facilitate the revenue collection. However, they
are also designed to store large amount of data, [1]. These data have potential
applications. The information collected can be used in different ways by transit
planners and researchers. Various uses are possible at three levels of manage-
ment, [6], namely the strategical (e.g. long-term planning), the tactical (e.g.
service adjustments and network development), and the operational (e.g. rider-
ship statistics and performance indicators). Recent studies have demonstrated
how much interest exists in using smart card data for transit planning.
∗*This work was supported by the STIF (The transport organization authority in ile-de-

France)
†aFaculty of Engineering, University of Porto, Porto, Portugal
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Concerning the impact of fare change, from the user standpoint, a large
number of studies have analyzed passengers’ responses to fare change using
stated-preference (SP) surveys, revealed-preference (RP) surveys, or a combi-
nation of both [5]. Passengers’ responses to fare change are generally referred
to as price elasticity of the demand, represented as a measure that gives the
percentage change in quantity demanded in response to a one percent change
in price. Price elasticity, on the other hand, is a factor in predicting transit
ridership and the change in the global revenue due to fare change [4]. A litera-
ture review indicates that the price elasticity of travel demand varies greatly in
terms of variables such as time span, transit mode, original fare level, income
level, journey distance, data paradigm, type and direction of price change, de-
mographic and geographic conditions [2].

The paper presents the data analysis pursued to achieve the results discussed
in [12]. The objective is to describe the adopted methodology to interrogate the
potential of AFC to capture the mobility behavior of individual passengers, es-
pecially so in order to assess the trend of the demand under constant supply and,
distinctively, its response to a significant change in transport supply. We study
a case of transit fare scheme in greater Paris, in which a number of subscriptions
between concentric zones were replaced by a unique, flat fare subscription on
September the 1st, 2015. Our approach combines a computer treatment with a
geographical and socioeconomic analysis.

The paper is organized as follows. Section II provides a brief overview of mea-
surement methods for passenger trips in transit networks.Section III presents the
study case: the transit system in greater Paris, with its pricing system. Section
IV introduces the data collection system together with our technical treatment.
Section V deals with the assessment of demand trend between successive years
under constant supply, whereas Section VI provides first-round results on the
assessment of demand respond to the major change in the fare scheme. Lastly,
section VII concludes by summing up the main findings and pointing to ongoing
work.

2 AFC AND OTHER METHODS

One important premise of this work to pursue the proposed goals is that AFC
data conveys relevant information about the mobility of people. Among other
pieces of such information we have time and position in the gate of validation.
Combining this information with the timetables of trains, we can construct a leg
data table. A leg is generated systematically using two successive validations
made by a user using tap-in and tap-out information at the access station and
egress station respectively. Thus we can measure the quantitative and qualita-
tive evolution of user’s visits to the stations.
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This is a technical-based investigation with (i) a big influence of technology
challenges which highly relates to eventual maintenance of the system and (ii)
the inability to satisfy the demand in some stations with high number of visitors,
that is to say the information is influenced by the delay caused. Nevertheless,
using AFC data represents a novel and efficient way if compared to the regular
SP/RP surveys 1. This is specially true if we consider the finance purpose as
highlighted elsewhere [7], in which authors argue that online process compared
to face-to-face surveys had the additional advantages of being cheap. This is a
similar case compared to AFC. However, in online surveys the conveying mo-
bility information is still not guaranteed due to the penetration rate of such an
approach; it is not always guaranteed it will reach all the population. Addi-
tionally, time constraints and privacy issues are also very important concerns,
needing appropriate treatment.

The data collection methods used in the submission of a survey includes
several questions which can lead to the desired information through the analysis
of people feedback . In their research [8], authors tried to understand how the
activities of people are conducted before, during and after their journeys so as to
have a perspective about it. Such a perspective involves analyzing the activity
of the subject on several occasions over time which consists in submitting the
same survey each time, which would demand additional funding.

As for AFC, the information given from tap-in and tap-out can be used for
the same purpose which is to understand the mobility of people and will be
substantiated by the subsequent details.

3 Transit system in greater Paris

Before we can further into detailing the proposed approach, it is important to
understand briefly how the transportation system in greater Paris is structured,
and how its Navigo system works.

3.1 Navigo system: AFC data of urban rail in the greater
Paris

The two main systems of urban rail in the greater Paris metropolitan area ac-
cording to [10] are: (i) the semi-closed Metro system which includes 14 lines.
This system is equipped with tap-in gates at access only; (ii) the closed RER
(Réseau Express Regional, which is the Regional Express Network) equipped
with both tap-in and tap-out gates for external transfers with 5 RER lines. The
AFC system of this area implemented by STIF , namely “SIDV”, allows the usage

1Several questions submitted face-to-face or using online applications.
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Figure 1: Line A of RER in the greater Paris, including correspondences (RER,
Transilien, metro and tram).

of the smart card through the network and stores anonymous passenger infor-
mation including the smartcard number which is anonymized (with anonymous
number that is maintained during 3-month periods), the date, the validation
instants at tap-in / tap-out gates, the gate IDs and name of access/egress sta-
tions. During the peak period on workdays, more than 90% of the trips by
public transport are home-work or home-study trips using network subscription
hence the smartcard. Although, the information of validation data is collected
systematically, it remains incomplete due to the absence of validations in the
exit, except in some cases such as the RER (for instance the RER A) and trains.
Thus we focus on the RER A during this study.

3.2 Line RER A and related data set

The line A of the RER network in the greater Paris, often simply called RER A
line (depicted in Figure 1 is one of the world’s busiest lines, and the busiest line
in Europe with around one million passengers each day. It contains 46 stations
in total 109 km and is structured around a central trunk into which five branches
are grafted: two eastward branches to northeast terminal Marne-la-Vallée and
southeast terminal Boissy, and three westward branches to northwest terminal
Cergy, central-west terminal Poissy and southwest terminal Saint-Germain, re-
spectively. The central trunk between Vincennes and La Défense stations passes
through the largest underground train hub in France, Châtelet-Les Halles in the
center of the city, and serves the major business district La Défense. It serves 2
million jobs, representing 41% of regional tissue.
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3.3 Navigo Pass: Re-zoning of greater Paris and the new
fixed-price scale scheme

The greater Paris covers an area of 12.012 km2 and accommodates a population
of 11.5 million [9] as well as 5.6 million jobs representing 29% from the GDP
of France. It is characterized by a dense transit system and a great diversity
of urban transit modes and services, including: 16 metro lines of over 200 km;
1.500 bus lines of over 25,000 km. The network is composed of 14 train lines
of over 1.500 km; 8 tramway lines. In terms of daily mobility, it counts over 41
million daily journeys, 39% of these journeys are made by foot, 38% by car and
20% by public transport. As we move away from the city center, the private
car is over-represented compare to the other modes with 2/3 of daily journeys
in outer suburbs. Public transport counts 8.3 million journeys, 51% of them are
made between home and work or study place [9].

Since 1975, transit pricing of Paris region was based on a system of concentric
zones. The region was divided into homocentric areas. The journey price was
depending on the number of zones that the passenger crossed. In September
2015, STIF introduced a flat fare system with the creation of a single price for
the Navigo Pass.

4 Tap-in Tap-out data from Navigo validation
system

Navigo Pass allows the access to a rail stations’ gates by passing a card, which
contains user’s identity data, near an electronic reader tap-in/tap-out. These
passes are used to access vehicles of the RATP, the SNCF (within the Transilien
network), and companies under the aegis of the Syndicate of transports in ile-
de-France (STIF).

In the analysis below, AFC data spanning the working days of one week
(i.e. weekends excluded), from three different years, are considered: Monday-
Friday from October 2013, 2014 and 2015. This data gathers validations: in-
formation recorded by AFC system aforementioned above and legs which are
systematically generated from the validations data using the tap-in and tap-out
details. The validation data is exploited using a specific dynamic O-D (Origin-
Destination) matrix inference scheme devised by [11]. This scheme extends
previous work by [3] to infer rail transit O-D matrix and to generate leg choice
from Oyster smartcard data in London, based on data processing and analysis
methods supported by technologies of database management systems (DBMS)
and geographic information systems (GIS).Finally, the legs data table now con-
tains the date, the validation instants at tap-in & tap-out gates, the gate IDs,
the access & egress station name , duration & distance of the O-D and the car-
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rier information : bus or rail system (Metro, RER) including the lines i.e RER
A, B etc.

As for validation and leg, journey data table of all the network was included
in our raw data. The method of SIDV for journey construction is to extract all
O-D pairs related to each individual from leg data table. One journey contains
all the information about the first and last validation of each individual after the
conclusion of several legs. One individual can have multiple legs and journeys.

For the current study, a specific scheme has been pursued for the data train-
ing which involves five steps as following: (1) extracting the data related to RER
A from the dataset of the entire network Table 1; (2) creation of the average
day-matrix for each year data to generate average day-matrix of 2015-hat; (3)
focus on the rush hour of the morning (RHM) from 4:30 to 11 am according
to a survey data made in France called Enquete Globale de Transport (EGT),
a questionnaire submitted every 10 years in France in which citizens such as
employees and students are asked about their daily transport activities includ-
ing the time of their going out for work (see Figure 2); (4) generating an O-D
matrix which contains the number of legs for each O-D using the leg data table
for both 2015 and 2015-hat; and finally, (5) discuss the traveled distance.

As aforementioned, the AFC data assembles anonymous passenger informa-
tion. Dealing with anonymous users cannot allow the process of Panel method-
ology for specially, a qualitative analysis of the public transport users. The
methodology of the panel can be applied with different techniques for mobility
analysis such as:

• The basic technique used consists on doing a personal and well-structured
interviews: face-to-face or by phone. The advantage of this methodology is
to avoid the drawbacks related to each technique and provide a diachronic
approach of the traveler to understand how the journey is conducted.

• More advanced technique aims to use AFC data, in case that the anonymiz-
ing process has not been applied to the passenger cards, which may assist
in obtaining both qualitative and quantitative data. In our case of study,
the profession was missing in the analysis for more accuracy in term of
the third step in the scheme aforementioned above.By applying step (3)
we try to focus on the employees and students. This step remains impre-
cise because RHM sample does not totally exclude other types of users
(non-student and non-employee).
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Table 1: NUMBER AFTER THE EXTRACTIONS
Year Table Monday Tuesday Wednesday Thursday Friday
2013 Validation 1273964 1317334 1238193 1353485 1304540

Leg 940730 979194 924376 1001201 954489
Journey 940534 978993 924199 1000986 954322

2014 Validation 1261058 1303917 1251918 1270060 1273338
Leg 929489 962662 923193 927330 924776
Journey 929449 962656 923186 927326 924774

2015 Validation 1353514 1391997 1374069 1413155 1205928
Leg 1013397 1057082 1031331 1061110 925967
Journey 1013297 1057082 1031331 1061109 925966

5 AFC to estimate trends of traffic state under
constant supply

The extraction of data related to RER A from the dataset of the entire network
was based on the validation information i.e. the data that belong to any valida-
tion in RER A, this was done using carrier information and station name as a
conditional variables. Then, from each validation we take two values to produce
RER A legs extraction: User ID and leg ID which is a foreign key that relates
each leg with its two validations, thus these two validations have the same user
ID and leg ID .The total number of validations is high compared to the number
of legs. Each journey is also matched with all the legs that are related to it
using journey ID that exists in both leg and journey of the same user ID. As
results, we have RER A data tables of validations, legs and journeys.

The generation of the average day-data was done using several matrices.
First, a matrix O-D for each day of the week starting from Wednesday and
ending to Friday excluding Monday and Tuesday. The reason of this exclusion
is due to habitually problems in the urban rail transit of greater Paris. The
problem was detected after analyzing all the days-matrix, a high decrease was
observed in the number of legs with origin/destination from several stations
of the central trunk of RER A in 2015. The average day-matrix is the mean
between all the days-matrix. After computing the average day-matrix for both
year 2013 and 2014, the evolution shows a 0.55% decrease in the total number
of legs between the two years respectively. From 2013 to 2014, the evolution 2
shows a high decrease of the legs number related to station Charles de Gaulle
Etoile,Châtelet-Les Halles and Gare de lyon with 0.20% of decrease in all central
zone. In the westward, we observe a decrease of 0.36% while we note 0.01%
increase in the eastward.

According to the evolution between 2013 and 2014, we generated a new data
denoted by 2015-hat. For instance, if the number of legs between station A and
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Figure 2: Evolution of the total number of legs between 2013 and 2014 For each
stations

Table 2: THE NUMBER OF LEGS IN THE AVERAGE DAY
2013 2014 2015-hat 2015

Legs 957013 928429 919762 998788

station B has increased from 2013 to 2014 with x%, this means that the number
of legs between A and B will increase with x% between 2014 and 2015-hat.To
generate the leg data table of an average day 2015-hat, we subtract the average
day-matrix 2014 denoted by X from average day-matrix 2013 denoted by Y to
compute X-Y denoted by Z. The matrix Z is used as input by an algorithm-
based method, this method consists on testing the value of each O-D in the
matrix Z and adding a specific legs from Thursday’s leg data table if the value
is positive ; or deleting a specific legs from the same data table if the value is
negative i.e. let’s suppose that the number of legs of Chatelet-Cergy as an O-D
is equal to p+ in the average day-matrix and the number of legs of the same
O-D is equal to p− in Thursday-matrix. Thursday 2014 was chosen as reference
day-data to generate the 2015-hat in the following function : sequence( p+-p−,
length(legs as Chatelet-Cergy))

6 AFC to estimate demand response to supply
change

The average day-data contains the legs from the whole day Table 2. We de-
termined a strategy to focus only in the rush hour of the morning Table 3.
This decision aims to select only the legs related to the users that use the public
transport to go for work or study. We assume that the majority of those selected
users are actually citizens of the greater Paris.
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Result: Average day-data of 2015-hat is the new T
T = Thursday-data 2014;
1: function sequence(x,y)

i = |y/x|;
if x > 0 then
while i ≤ length(T ) do

p = select ith leg from T;
i = (i + |y/x|) + 1;
Insert p into T;

end
else
while i ≤ length(T ) do

p = select ith leg from T;
i = (i + |y/x|) + 1;
Delete p from T;

end
end

2: end function

Algorithm 1: BODY OF THE FUNCTION SEQUENCE

Table 3: Number of legs in RHM
2015-hat 2015

Average day 919762 998788
RHM 376890 403428

The data included some incoherent legs and thus some data cleaning is re-
quired. An incoherent leg contains an impossible O-D using only one mode of
transport which means that the user has missed a validation somewhere in the
exit of the first mode.

Let us suppose the following two successive validations of a specific user:
the tap-in was made at (RER B) Antony and the tap-out at (RER A) Auber.
However, going from Antony to Auber we normally need to make a transit in
Chatelet Les halles.

The correct form of this leg is retraced as follows:

• Leg 1: (RER B) Antony to (RER B) Chatelet Les halles

• Leg 2: (RER A) Chatelet Les halles to (RER A) Auber

The reconstitution process has been dedicated to all lines RER B, RER D
and RER E which have Chatelet Les halles, Gare de Lyon and Val de Fontenay as
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Figure 3: The effects on the distances involved on the RER A

common stations with RER A respectively. The data contains some incoherent
legs, including Metro and other modes which were not taken into account in the
process of the reconstitution. The goal behind this correction/reconstitution
is to give much efficacy to our results by recovering lost legs and it is also
considered as a big step of data cleaning. Table 4 represents the number of
reconstituted legs in each average day.

According to 2014 (the last year of the concentric fare transit system) and
2015 data, we note that the number of journeys between the center of Paris and
suburbs are the one that increased the most by 2.8%.

Figure 4 represents a matrix of O-D between the RER A defined zones, with
the indication of the decrease and the increase of the flux between each zone
in the 2015 and 2015-hat , the increase goes to red and the decrease goes to
blue.The values corresponds to the total number of legs in 2015 divided by 1000.
The first effect noted is the increase of O-D in the eastward region, particularly
northeast branch Marne-la-Vallée.

Table 4: THE NUMBER OF RECONSTITUTED LEGS
RER B RER D RER E

2015-hat 116536 (12,7%) 97048 (10,6%) 39505 (4,3%)
2015 129703 (13%) 91384 (9,1%) 50272 (5%)
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Figure 4: Matrix RER A (2015) of the increase and the decrease of the flux
between each zone in the 2015 and 2015-hat. The increase goes to red and the
decrease goes to blue.

The graphs in Figure 3 represent the density of distances .The long distances
(more than 20km) are the distances that have increased the most in the northern
branches of the RER A Marne-la-Vallée and Cergy. While in the other side, the
short distances (less than 10km) have decreased. In addition to this , the mean
duration spent in the RER A has increased by two minutes in the suburbs and
remained constant in Paris central area (Paris-west , Chatelet and Paris East).

The weighted distance (distance between stations multiplied by the number
of O-D of each zone) is an indicator through which we note that the users of
Marne-la-Vallée branch make the longest traveled distance.

After the flat fare application, the results show that the number of legs with
long distances in the RER A increased. The same trend is observed in the
evolution of the duration, specially for users who spend more than 45 minutes
in RER A. According to the O-D matrix of the RER A stations, we can see
that the number of legs increased in the east side of Paris central area as well
as in the eastward and northwest zone (Cergy). A decrease in the number of
legs is observed on the west side of Paris central area and some stations in the
southwest. This study was made few months after the fare reform; the users
behavior vis-a-vis public transport takes time to change.

The frequency of people entering RER A stations (origin) shows an increase
of 7.54% in Paris central area in 2015, which is the opposite of the eastward
and the westward which has a decrease of 2.88% and 5.64% respectively. The
frequency of leaving stations (destination) shows an increase of 11.49% and
0.48% in Paris central area while in the westward the frequency decreased by
1.00%.
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7 CONCLUSION AND FUTURE WORK

Wrapping up, according to the present results we note an increase of 8.6% in the
total number of legs between 2015 and 2015-hat. As well the number of cards in
circulation has increased by 9.6%. The long distances (more than 20km) and the
number of users entering to the RER A stations has increased in the westward
as well as in the eastward, specially the northeast zone of Marne-la-vallée.

As for the next steps in this research, we aim at the socio-economic assess-
ment of the flat fare application. Therefore, future studies will also target the
users who benefit the most of the flat fare reform, taking into account their
social profile according to their income. In order to achieve this purpose, the
further methodological approach is to combine AFC data with income data.
This will allow us to combine the mobility data of users, as entering into sta-
tion (inflows), with the income of the origin commune, as well as combine the
mobility data of the users leaving the station (outflows) with the income of the
destination commune. Additionally, the methodology herein proposed will be
applied to a larger dataset so as to strengthen results and allow us make more
robust analysis.
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Abstract. In this paper, we propose an ensemble method to effectively
combine multiple quantile estimators, called Ensemble Weighting (EW).
The EW consists of labelling each training instance with the algorithm
which offered the best performance. It builds a classification task on
those labels. In the prediction phase, knowledge of the location of a new
sample is used to decide which algorithm should provide or contribute
to the prediction. We demonstrate the effectiveness of the EW through
experimental validation on 8 regression dataset. Results show that the
proposed combination model is capable of improving the overall perfor-
mance.

1 Introduction

Conditional quantile estimation has been one of the most important statistical
methods and has widespread applications [1]. In statistics, regression is typi-
cally concerned with finding a real-valued function m such that its values m(x)
correspond to the conditional mean of y. Formally, let Y be a real value ran-
dom variable and X be a set of explanatory variables. Assuming that the true
underling relationship between Y and X can be modelled by:

Yi = m(Xi) + εi (1)

where εi are independent and identically distributed (i.i.d) from a distribution
with mean zero and are independent of the predictors. This constitutes the
standard regression setting. Based on this formulation, we consider a supervised
quantile regression setting, so the conditional quantile of Y given X = x as the
form

qτ,t = mτ (xt) + ετ,t, Fετ,t(0) = τ (2)

where Fετ,t is the cumulative distribution function of the errors, and where the
functions m(.) are distinct for each quantile.

The idea of quantile estimation arise from the observation that the median
(i.e. q0.5(Y |X)) minimizes the expected absolute loss - L(y, q̂0.5) = |y − q̂0.5|.
Generally, the τ -quantile can be estimated using the pinball loss function, defined
as

Lτ (y, qτ ) =

{
τ(y − qτ ) if (y − qτ ) ≥ 0

(τ − 1)(y − qτ ) if (y − qτ ) < 0
(3)
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where y is the observed output. More formally, the conditional quantile qτ is the
solution of the minimization problem:

qτ (Y |X) ∈ argmin
m

E [Lτ (Y,m(X))|X]. (4)

In [2], Koenker and Basset introduced regression quantile estimation by min-
imizing 3 with model form m(x) = x′β. It assumes that {(Xt, Yt)}t=1,··· ,n are
i.i.d such that Yt = Xtβ+ εt, where β ∈ Rp is a vector of unknown parameters.
This method is commonly known as linear quantile regression (LQR).

As in standard regression estimation, the subject of model selection and
combination has been studied in considering quantile regression [3]. Suppose
we have a pool of J candidates estimators of the conditional quantile function
qτ (x), denoted {q̂τ,j}Jj=1. Our goal is to combine these estimators for an optimal
performance. Since the best candidate often depends on τ the optimal search is
performed for each level of interest τ .

The main rational on those methods is that different candidate methods
typically have distinct relative performances. This is due to the estimator char-
acteristics and dependence on the quantile value τ . Combining the advantages
of such of such candidates aiming at a global improvement is a desirable task.

Our work integrates quantile regression and model combination. Here we
propose an ensemble to effectively combine multiple quantile estimators, called
Ensemble Weighting (EW). The EW consists of labelling each training instance
with the algorithm which offered the best performance. It builds a classification
task on those labels, being the number of classes the size of the ensemble pool.
Prediction for a test instance xi is performed by dynamically weighting the
predictions of the baseline estimators ŷi1, ..., ŷiJ based on the predicted class for
test instance xi.

The remaining of the paper is organized as follows. Section 2 provides a
brief overview of related work. In Section 3, we introduce the proposed method,
namely Ensemble Weighting for Quantile Regression (EW). Section 4 reports the
experimental results on 8 benchmark datasets for regression, including compari-
son with a state-of-the-art method. Finally, conclusions are presented in Section
5.

2 Related Work

Ensemble or model combination typically refers to methods that generate and
combine several models, either in classification or regression problems. An en-
semble learning can be divided into two phases: the generation phase and the
integration phase [4,5] . The first phase tackles the generation of appropriate
baseline models. The integration phase involves the aggregation of the predic-
tion baseline results. Additionally, integration can be performed statically or
dynamically. The optimal selection solution found for the validation set is fixed
and used as a single weight of the baseline model (static) or the decision differs
for within the test instances (dynamic) [6].
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In [7] an Adaptive Quantile Regression by Mixing (AQRM) is proposed. To
determine the optimal combination weights, the authors consider a weighting
strategy based on the negative exponential of asymmetric pinball loss obtained
from the in sample dataset. This approach fits the static integration, and we
used it for comparison purposes, as it handles quantile ensemble.

For dynamic selection, a method of partitioning the input samples is required
[6]. In [8], the feature space regions where each classifier has best classification
performance are found. A clustering step splits the correct and incorrect classified
training samples from each classifier. In the selection step, the most accurate
classifier in the vicinity of the input sample is nominated to provide the final
decision of the committee.

In [9], Woods et al. proposed to select the single classifier that shows the best
performance in the closest neighbourhood defined by an arbitrarily set number
of neighbouring train samples.

Very recently, a locally linear ensemble for regression (LLER) is proposed in
[10]. LLER decomposes the data into several locally regions and builds a linear
model for each of the regions. It aims at dealing with the non-linear structure
of the data by decomposing the feature space into a number of locally linear
regions.

3 Proposed method

Let F = {f1, f2, ..., fJ} be a set of available regressors. The n-dimensional feature
space and the training data are denoted as Rn and X, respectively. Let n0 be
an integer such that 1 ≤ n0 ≤ n. The Ensemble Weighting (EW) algorithm for
combining different learning algorithm is as follows.

1. Randomly partition the data {X, y} into K-folds.
2. Consider a single fold Z(2) = {yl, xl}nl=n0

for evaluation, and the remaining

(k − 1) folds Z(1) = {yl, xl}n0

l=1 for training.
3. Based on Z(1), train all available regressors fj for each j = 1, ..., J .
4. Obtain the predicted values ŷi = [ŷi1, ..., ŷiJ ], for each of the fitted algo-

rithms using the remaining data Z(2).
5. Based on the predictions ŷi, compute the new target feature, as follows:

ci = argmin
l

(L(yi, ŷi1), . . . , L(yi, ŷiJ)) (5)

where ci reflects which algorithm performed better for a given scenario xi.
6. Repeat Steps 2-5 for the remaining folds, so that every observation x ∈ X

has a classification c ∈ {1, ..., L}.
7. Fit a classifier C with target ci and input features X.

The final estimator is given

ŷi (x) = ŷiωi (xi) (6)
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where ωi = [ωi1, ..., ωiL]
T

represent a weighting vector where each ωij indi-
cates the weighting of the jth regressor in the decision fusion. ωij = 0 indicates
exclusion of the j th regressor in the ensemble, where ωij = 1 indicates inclusion.
The quantile level τ is omitted for simplicity of the notation. A classification
method exists for each of the quantile levels cτi := ci. The pinball loss function
defined Eq.3 is used.

Steps 1 − 7 comprise the training part of the ensemble algorithm. In the
operational phase, an unknown sample, x, is classified based on the region in
the feature space, such that the best algorithm is chosen to predict (see Figure
1). So that, knowledge of the location of a new sample in feature space can be
used to localize the domain of the system analysis within each algorithm can be
applied again.

Diverse
predictors 

Weight 
Combiner
(Classifier)

ො𝑦𝑚,2 ො𝑦𝑚,3ො𝑦𝑚,1 𝝎𝒎 = 𝜔𝑚,1 𝜔𝑚,2 𝜔𝑚,3

Ensemble’s prediction

New instance 𝑥𝑚

ො𝑦𝑚 = ො𝑦𝑚,1 ො𝑦𝑚,2 ො𝑦𝑚,3 𝝎𝑚
𝑇

Fig. 1. Ensemble weighting prediction scheme.

We examine two branches of the EW algorithm regarding the weighing strat-
egy: (i) EWHard, a single algorithm (class) is considered with the highest prob-
ability; and (ii) EWSoft, where the probability is served as weights in the en-
semble. Additionally, we consider two classifiers for step 7 of the algorithm: (i)
DT - Decision Trees, and (ii) KNN - K-Nearest Neighbors.

4 Experiments

In this section we describe the experiments performed to access the effectiveness
of the proposed method.
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4.1 Experimental Setup

We consider three baseline quantile regression estimators: (i) Linear Quantile
Regression [2]; (ii) gradient boosting trees [11]; and (iii) kernel density estimate
method [12]. Additionally, we considered the state-of-the art Adaptive Quantile
Regression by Mixing (AQRM) [7] for comparison.

In our experiment, we compare these four algorithms with the proposed so-
lution on 8 standard regression data sets. We used the 8 input Kin dataset
(http://www.cs.utoronto.ca/~delve/data/kin/desc.html), generated from
a realistic simulation of the forward kinematics of an 8 link all-revolute robot
arm. Combinations of the following attributes are considered in datasets: (i) out-
put: highly nonlinear (n) vs. fairly linear (f); and (ii) predicted value : medium
noise (m) vs. high noise(h). Resulting in the kin8fh, kin8fm, kin8nh and kin8nm
datasets.

The remaining 4 datasets can also be found on-line in https://www.csie.

ntu.edu.tw/~cjlin/libsvmtools/datasets/regression.html for data sets
housing, mg and cpusmall and in http://archive.ics.uci.edu/ml/datasets.

html for airfoil data set. Table 1 details for each data set the number of features
and attributes.

Table 1. The 9 data sets for regression used in our experiment.

dataset # attributes # features

airfoil 1503 6
housing 506 13
cpusmall 8192 12

mg 1385 6
kin8fn 8192 8
kin8fm 8192 8
kin8nh 8192 8
kin8nm 8192 8

For each dataset, all input variables were normalized to fit the range [−1, 1],
and target values to lie between [0, 1].

The forecasting skill was evaluated by splitting a given dataset into an in-
sample period, used for the initial parameter estimation and model selection,
and an out-of-sample period, used to evaluate forecasting performance. For all
datasets we consider a portion of 80% in-sample and 20% for out-sample. The
hyperparameters optimization was performed using Bayesian optimization [13]
approach with 3-fold as cross validation on the in-sample period.

Point predictions, i.e. .5% quantile in this work, were evaluated with the
classical Root Mean Square Error (RMSE), which is calculated as

RMSE =

(
N∑

i=1

(yi − ŷi)2/N
)1/2

(7)
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, with N as the number of test samples, and yi and ŷi the observed and predicted
values of the target variable, respectively.

Quantile predictions were evaluated using a calibration diagrams (also called
reliability diagrams). The difference between empirical and nominal probabilities
is the bias b of the quantile forecasts and are usually computed for each quantile
nominal proportion τ as follows:

b
(τ)
t+k = τ − 1

N

N∑

i=1

1
yi<q̂

(τ)
i

(8)

where 1 is the indicator function evaluating if the observed yi lies below the

quantile forecast q̂
(τ)
i , over the evaluation set (i = 1, · · · , N). These diagrams al-

low one to summarize the reliability assessment of various quantile forecast with
different nominal proportions, and assess if a given method tends to systemati-
cally underestimate (or overestimate) the uncertainty [14]. In an ideal scenario
zero bias is achieved. In our experiment, this is performed for a set of quantiles
τi = {0.1, 0.2, ..., 0.5, 0.9} over the range (0, 1) with 0.1 equally spaced quantiles.
Overall, 9 quantiles were considered.

4.2 Results

The experimental results based on the RMSE of the studied algorithms on 8
data sets are shown in Table 2. The bold numbers in the table represents that
the algorithm in the corresponding row has the best performance on the data
set on the corresponding column.

Figure 2 provides the calibration results for the 8 algorithms on the regression
datasets.

4.3 Discussion

The objective of the dynamic ensemble is to combine several quantile regres-
sion at multiple quantile levels τ . Therefore, the calibration test error is treated
as the most important comparison criterion for quantile regression ensemble.
Figure 2 depicts the difference from the perfect calibration (i.e., perfect match
between nominal and empirical probabilities represented by the red line). Un-
derestimation is observed when negative deviation from perfect calibration is
present.

The experiment findings are summarized below.

– As is revealed by the experimental results in Table 2, the proposed algorithm
gets the best performance in 5 of the 8 datasets.

– As to the comparison with the state-of-the art AQRM method the proposed
algorithm has lower RMSE error. This validates the dynamic ensemble inte-
gration as a competitive solution.

– When considering the variants hard and soft weighting of the EW, similar
errors were obtained. This holds for RMSE and calibration results (Figure
2)
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Table 2. Experimental results based on RMSE.

models

datasets

airfoil housing cpusmall mg

LQR 0.1727 0.0985 0.1409 0.1616
GBT 0.1435 0.0977 0.1253 0.1515
KNN 0.0782 0.1340 0.1122 0.0780

AQRM 0.1085 0.0964 0.1117 0.1047
EWSoft(DT ) 0.0771 0.0945 0.1050 0.0880
EWHard(DT ) 0.0765 0.0963 0.1082 0.0882
EWSoft(KNN) 0.0905 0.0980 0.1040 0.0906
EWHard(KNN) 0.0905 0.0980 0.1040 0.0906

datasets

kin8fn kin8fm kin8nh kin8nm

LQR 0.0442 0.0704 0.1452 0.1440
GBT 0.0586 0.0757 0.1426 0.1493
KNN 0.0415 0.0718 0.1170 0.0813

AQRM 0.0418 0.0700 0.1293 0.1117
EWSoft(DT ) 0.0410 0.0716 0.1310 0.1078
EWHard(DT ) 0.0409 0.0722 0.1311 0.1078
EWSoft(KNN) 0.0374 0.0699 0.1235 0.0928
EWHard(KNN) 0.0374 0.0699 0.1235 0.0928

– The proposed algorithm goes beyond the single best baseline estimator for
5 out of 8 tested data sets.

– The KNN quantile estimator shows very good performance on nonlinear
data sets as kin8nm and kin8nh with RMSE of 0.1170 and 0.0813 respec-
tively. But, when looking for the quantile calibration skill it exhibits poorly
calibrated quantile estimates.

– All methods are shown to be well calibrated for quantile 50%, with deviance
b̂0.5 close to zero.

– In terms of calibration GBT presents the best performance, being the devia-
tion from the ideal (red line) smaller along all nominal quantile probabilities.

– The remaining quantile models underestimate quantiles bellow 50% and
overestimate up to quantile 50%.

5 Conclusion

In this paper, a new dynamic ensemble for quantile regression (EW) is proposed.
EW is evaluated on 8 standard and publicly available data sets, commonly

used in regression. We consider three different quantile regressors as baseline
estimators. We have made efforts to optimize the baseline algorithms and com-
pare them with the proposed solution. We notice that even if all the baseline
regressors have been optimized, dynamic integration by local accuracy is still
capable of improving overall performance.
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Fig. 2. Calibration results.
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Abstract. In data streams the data distribution can change over time,
consequently classes unknown by the classifier may arise. In order to keep
accuracy, the classification model must be updated, ideally, automati-
cally and without external interference. Novelty detection is a machine
learning task that aims to identify new classes, however this task cannot
always be done by a supervised learning technique, because the instances
can appear without labels. A solution to that issue is to apply cluster-
ing techniques to train and update the classification model. MINAS is
a multi-class novelty detection algorithm for data stream that is able to
update it classification model using a partitional clustering algorithm.
This paper proposes two different clustering approach for training and
updating on MINAS: one is a density-based clustering and the other is a
hierarchical approach. The empirical experiments shows that by chang-
ing the clustering approach it is possible to improve the classification
accuracy over time.

Keywords: novelty detection, data stream, clustering, multi-class

1 Introduction

In real world applications, data may arrive in a stream continuously with a
distribution that can change over time. This scenario is known as data stream
[10] and represents new challenges to machine learning task. Especially because
traditional machine learning techniques consider that the data is always available
for consultation, however, this does not happen in data streams, because the data
is discarded as new data emerge, making impossible further consultation [4].

Due to changes in data distribution, new classes may appear, existing classes
may disappear or evolve. In that context the classification model needs to be
updated constantly to detect these changes and keep the accuracy over time.

Novelty detection is a classification technique which aims to identify when
a change in the data may be considered novelty [6].The literature has treated
the novelty detection problem as a only one class problem: the "Normal" class
and the "Not Normal" class. However, as in [4], this paper considers that in a
data stream more than one class may arise as a novelty class. Thus, the novelty
detection problem should be treated as a multi-class problem.
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Most algorithms presented in literature also consider that eventually, amount
all data, some labeled instances will arrive in the stream. However, in real world
applications, this assumptions cannot be mandatory to re-train the classification
model. Due to the impossibility of using a supervised technique in the absence
of labels, in [4], it is proposed the algorithm MINAS (MultI-class learNing Al-
gorithm for data Streams) for novelty detection in multi-class scenario with two
phases: an offline supervised phase and an online unsupervised phase with nov-
elty detection. In online phase, when the classification model cannot classify an
arriving instance, the instance is placed in a temporary memory. The algorithm
CluStream [1] is used to find micro-clusters representatives of novel classes or
extensions of known classes in the temporary memory, when it reaches a preset
size. Clustering is a interesting choice in data streams scenario because of the
lack of information about data distribution, which includes the appearance of
novel classes.

The micro-cluster is a structure containing statistical summary of the data.
Hence, it is based on K-means algorithm, which requires fixed parameters. But
this information may not be available during the execution. Moreover, this tech-
nique is not good to find clusters with arbitrary shape. These characteristics can
result in a low quality clustering, which implies on a low classification accuracy.

The main objetive of this paper is analyze the impact in MINAS accuracy
when different clustering technique is used for updating the classification model.
For that, it was used two known and well established clustering algorithms for
data streams: DenStream [3] and ClusTree [8] algorithms. Unlike CluStream,
the DenStream find clusters of arbitrary shapes and have a strategy to find and
treat outliers. The ClusTree also finds clusters with arbitrary shapes, but stands
out because is parameter-free. That way, ClusTree makes no assumption on the
size of the clustering model.

To enable a analysis of the algorithms in terms of suitability for changes in
data streams the experiments were elaborated with artificial benchmarks and real
data stream. The evaluation demonstrates the gain of the proposed algorithms
in comparison to current state of MINAS [4]. It exclusively achieves highly com-
petitive results throughout all experiments, demonstrating its robustness and
the capability of handling changes in data streams.

This paper is organized as follows. In section 2, it will be discussed the main
related work about novelty detection in data stream. The micro-cluster structure
used on CluStream algorithm is show in section ??. The algorithm MINAS is
detailed in section 3, it is also described the characteristics of the DenStream and
ClusTree algorithms and how they were incorporated in MINAS. In section 4,
the modifications was compared to the original MINAS. Finally, the conclusions
are presented in section 5.

2 Related Work

In the literature, there are some novelty detection techniques that uses unsuper-
vised techniques to update the classification model in online phase. However, in
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this cases, when a novel class is detected, this algorithms wait until the instances
classified as novelty receive a true label, which in a real world scenario may no
happen. In that case, the algorithm can wait for a long period of time to be
updated to changes in the data stream, compromising accuracy.

The DETECTNOD algorithm is proposed in [7] and treats the novelty detec-
tion problem as a clustering task, using the K-means algorithm. In this approach,
the final clusters are subjected to the discrete cosine transform (DCT) in order
to generate the most compact representatives of classes. These clusters are used
to detect novelty or concept drift in a data stream. However, DETECTNOD has
the limitations present in K-means algorithm. Also, does not have the cluster
validation to check the quality of the obtained clusters.

The OLINDDA algorithm (Online Novelty and Drift Detection Algorithm)
[11] uses the final clusters of the K-means clustering algorithm to detect novelty
and update the classification model. OLINDDA is divided into two phases: online
and offline. In the offline phase is generated a labeled model of the "Normal"
class with labeled examples. In the online phase, the model "Normal" can evolve
or a new class can arise. When this occurs is generated a model "Extension"
or "Novelty". Unlike DETECTNOD, the OLINDDA algorithm uses clustering
validation to check the quality of the clusters and determine whether in fact the
clusters can be considered novelty or extensions of the known class. However,
this algorithm assumes that the novelty detection is a one-class problem, not
considering that in data streams more than one novel class can appear at the
same time.

In [9] is presented ECSMiner, a classification technique that allows automatic
novelty detection. This algorithm assumes that all objects are labeled. In the al-
gorithm, a ensemble of classifiers are trained by equal-size chunks. The ensemble
is continuously with the novelty find by all classifiers. The ECSMiner algorithm
considers that the label of an object is always available for consultation after a
certain time. Unlike that, the MINAS algorithm updates the classification model
using a clustering task, eliminating the need to get the label of the object.

All this approaches use K-means or a variant of it to update their classifier.
Because of that, this approaches are subject to the same problems that K-means
are: they only find hyperspherical clusters, it is necessary to set a fixed number
of K clusters and the initial prototype may not be representative. Hence, we
propose to adapt MINAS algorithm with different clustering approaches. That
way, we intent to increase the final classification accuracy by obtaining clusters
that better represents the data distribution on online updating phase.

3 MINAS With Different Clustering Approaches For
Novelty Detection

MINAS is a multi-class novelty detection algorithm to data streams [4]. In this
algorithm, the classification model is updated by CluStream algorithm, using
this unsupervised approach, MINAS is capable to detect unknown classes and
update the classification model automatically without the necessity of waiting
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for true labels. When an unknown class is found, it is validated by a cluster
validation technique. If the pattern is considered valid, the classification model
is updated with representative micro-clusters, otherwise, the known class is con-
sidered an outlier and is discarded. The micro-clusters are used as a summarize
representation of the distribution state of the data stream.

The offline phase in the original MINAS, Figure 1, is the first task and it
is performed only once in the begging of execution. The classification model
is initially trained by a labeled data set. The labeled data are separated by
their labels in sub-sets, each one is submitted to a clustering process with CluS-
tream to generate micro-clusters representative to each class. The micro-clusters
have relevant information from classes, by them it is possible to calculate the
centroid (average representative of the clusters) and the radius of the micro-
clusters. These micro-clusters are used as representatives of the classes for the
classification model training.

Fig. 1: MINAS - Offline Phase

In online phase, Figure 2, the classification model receive unlabeled instances
coming from the data stream. If the instance can be identified by the model, it is
labeled. Otherwise, it is stored in a temporary memory for future analysis. When
the temporary memory has certain quantity of unlabeled instances, starts a clus-
tering process with the unlabeled instances. Valid micro-clusters are marked as
novelty or extension of a known class and then incorporated into the classifi-
cation model. The invalid micro-clusters are considered outliers and discarded.
To decide what is a valid micro-cluster and what is not, MINAS use silhouette
measure.

Fig. 2: MINAS - Online Phase
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The CluStream [1] algorithm have limitations that prejudice the final clus-
tering, because only finds a fixed number of spherical micro-clusters, is sensitive
to order that which instance arrives in the streaming and needs initial repre-
sentative prototype to generate a final clustering with good quality, according
to some validation criteria. Because of these limitations, the MINAS algorithm
may have low accuracy depending on the data distribution. Other problem in-
volving CluStream is that the algorithm do not treats outliers. Only the most
recent micro-clusters are stored in a fixed size temporary memory. That way,
the relevance of the existing micro-clusters are decreased if it does not receive
a new instance for a certain time. When outliers form new micro-clusters, older
micro-clusters representing real novel classes can be discarded.

3.1 MINAS With DenStream

DenStream is a clustering algorithm for data streams capable of finding micro-
clusters with arbitrary shapes and automatically detect outliers. In addition,
does not require as parameter a fixed number of micro-clusters, which is ideal
for data streams in which the number of classes is undetermined and may change
over time. This algorithm is based on density approach where the dense regions
are separated from non-dense regions.

In online phase of MINAS, DenStream is used to obtain p-micro-clusters,
each one indicating a dense region. The concept is similar to the micro-clusters
in [1]. For this algorithm, p-micro-clusters contains: the weighted square sum of
the examples, the weighted sum of the instances within the micro-cluster and the
weight (resulting from the fading function). With that information, it is possible
to calculate: centroid and the radius of the micro-clusters.

If the p-micro-cluster has a lower density, it is marked as an outlier and
is reserved in a secondary memory (making it a o-micro-cluster). If over time
the density of the o-micro-cluster is equal to or greater than the specified per
parameter, then the o-micro-cluster becomes a representative p-micro-cluster,
otherwise it is discarded [3].

At the end of each execution of DenStream, the MINAS classification model
is updated with the found p-micro-clusters. The classification model performs
the classification of new instances from the data stream comparing the centroids
of the micro-clusters with the instances arriving in the streaming. If the instances
are identified, they receives a label that refers to it nearest centroid.

3.2 MINAS With ClusTree

Another clustering approach used for novelty detection in MINAS algorithm
was ClusTree algorithm. ClusTree is a parameter-free algorithm that adapts by
itself and is capable of organizing the found micro-clusters in a hierarchical tree,
which makes the manipulation of the new micro-clusters faster [8]. To maintain
only the newest micro-clusters, it is used the same decay function used on [3].
Another advantage of ClusTree is that if there is no time to determine the closest
micro-cluster from a instance, the instance is stored in the temporary memory
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until it is time to be incorporate on the closest micro-cluster [8]. Because of this
properties, MINAS show better results with this implementation, as we can see
in section 4.

In MINAS online phase, when the temporary memory reaches a determined
size, each instance inside it become a micro-cluster. After that, each new instance
is compared with the centroids of the existent micro-clusters. If the instance is
too far from the micro-clusters, it become a new micro-cluster. The concept to
aggregate a new example to a micro-cluster is the same used in the previous
approachs. It is done by a distance measure comparison with each instance and
all micro-clustres centroids. The results are stored in a R-Tree to fast recover.

All the presented clustering data streams approaches, [1], [3], [8], use micro-
clusters similar to the concept presented in [12]. The formal description of a
micro-cluster is a set of d-dimensional examples X = xi1 ...xin which one with
a specific time. It is defined as three components: CF (n, ¯CF1, ¯CF2), n is the
number of examples. ¯CF1, is the sum of examples and ¯CF2 the sum squared
of the examples. With that information, it is possible to obtain the centroid e
radius of a micro-cluster.

The main difference between this approaches is how they use the micro-
cluster concept. In [1], besides the concept presented in [12], the micro-cluster
also have the sum and sum squared of the time that each point was inserted
on the micro-cluster. That way it is possible to know the micro-clusters that
composed any time requested by the user. In [3] the centroid and radius weight
are used to determine if a certain micro-cluster is a real micro-cluster or an
outlier. This weight define which micro-cluster will be excluded. In [8], it is
maintain the same micro-cluster in [12], but they are structured in R-tree family
hierarchy. The micro-clusters are also submitted to a weight function with the
same process as in DenStream algorithm.

4 Results and Discussion

In this section, we present the experimental evaluation for original MINAS from
[4] and the proposed MINAS modifications presented in this paper.

4.1 Data sets e Settings

All algorithms were implemented in Java, using MOA Project Libraries [2] to
simulate data streams. The experiments were executed on a computer with
CORE I7 processor, 16 GB of RAM memory. The experiments was done to
analyze the performance of MINAS algorithm with the CluStream, DenStream
and ClusTree clustering approaches.

It was used synthetic data set also cited in [4]. The data set MOA has concept
drift, appearance and disappearance of classes. The SynD and SynEDC data sets
were also used in [9]. The first has only concept drift and the second has concept
drift and appearance of new classes. However, it is important to consider how
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the algorithms behave in a real scenario, because of that, the real Forest Cover
data set [5].

The MINAS version with DenStream has fixed initialization parameters, so it
always produces the same micro-clusters. It was used as parameters: λ = 0.006,
ε = 0.01, β = 0.2, µ = 1. The parameters was set by empirical experiments.

The CluStream algorithm, despite the fixed number of micro-clusters, it gen-
erates different micro-clusters due to the initial prototypes selected for the ini-
tialization of K-means algorithm. It was used as parameters: K-micro-clusters =
100 e maximum amount of not identify instances in temporary memory = 2000.

The ClusTree algorithm is a parameter-free algorithm, so does not need pa-
rameter initialization.

4.2 Results Analysis

In order to evaluate the results this paper adopted the evaluation measures for
the multi-class problems presented in [4]. The results were analyzed by their
CER, Combined Error Rate, which is calculated by the average weights of false
positive and false negative per class. The accuracy measure F-measure, defined
by the weighted harmonic average between precision and recall. And Unk, a rate
of instances that were not explained by the classification model.

The Table 1 shows the performance of the algorithms based on the presented
evaluation measures. The MINAS with ClusTree has higher accuracy in three
of the data sets. The ClusTree algorithm maintain only the most recent micro-
clusters, besides never let an instance of the clustering process, that way, when
a micro-cluster appear as novel class MINAS is automatically updated. How-
ever the DenStream algorithm has low accuracy values and high CER, because
parameters that defines density areas are not updated over time, which also in-
dicate that the approach is not suitable to deal with changes in the stream over
time, because of that MINAS loses it accuracy.

Table 1: Performance of the algorithms

Data Set / algorithm MOA CoverType SynD SynED
Unk FMacro CER Unk FMacro CER Unk FMacro CER Unk FMacro CER

Minas_CluStream 7,92 0,96 0,13 6,75 0,38 11,7 0,45 0,65 0,35 5,24 0,73 0,45
Minas_ClusTree 1,04 0,99 0,09 0 0,37 13,84 0 0,74 0,25 0 0,76 0,42
Minas_DenStream 3,96 0,98 0,64 0 0,69 0 99,56 0,33 0,69 99,75 0,30 0,67

In Figure 3 the CER (green line) is low, but indicates that the MINAS
with CluStream make some mistakes. Which is acceptable, given the fact that
the classification model updates over time. However it is tricky to establish the
parameters that generate the best result, because is necessary to know the right
number of clusters and find good initial prototypes.

However in Figure 4 it is possible to see that the MINAS with DenStream
starts with a CER close to zero, but in the middle of execution increases the
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Fig. 3: Clustream Fig. 4: DenStream Fig. 5: ClusTree

mistakes. That happens because DenStream algorithm has fixed parameters,
especially the elipsion that determines the size of the radius that a micro-cluster
must have. As the data distribution changes over time, this parameters can not
be the same. It has to evolve with the data to avoid this inconvenient. That also
justifies the Unk, red line, that only has two peaks, indicating that the algorithm
had two periods of time with more unclassified instances, which were the time
when more new classes were found.

The MINAS with ClusTree algorithm presents betters results than the others,
first Unk, Figure 5, shows only two peaks of unclassified instances. AlsoCER is
practically zero, showing that the model barely misses. That happened because
the algorithm structure provides that only the most relevant micro-clusters re-
main. That way, with few micro-clusters it is possible to have a classification
model with good accuracy.

5 Conclusion and Future Work

This paper presents two new versions of the algorithm MINAS using DenStream
e ClusTree clustering algorithm. This approaches shows that is possible to get
better classification accuracy by changing the clustering technique for novelty
detection in MINAS algorithm. ClusTree algoritm shows better results because
of it memory structure that guarantees that only the most relevant micro-clusters
remain. That way, with few micro-clusters it is possible to have a classification
model with good accuracy.

As future work, we propose to examine the implementations in others data
streams.
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Abstract. The sports industry generate a huge amount of data. It’s
not only the box score at the end of a game. With new technologies,
every sport has translated each sequence of play into a instance on a
database. Teams are using machine learning techniques to improve their
game and also to understand their rivals in the field or court. This papers
present two different approaches to use the basketball data to predict
the teams that end on top of the National Basketball Association (NBA).
We use Decision Tree (DT), Bayesian Network (BN) and K-Nearest
Neighbors (KNN) to predict the true performance of a team within the
league. We also compare how this algorithms perform when applying
different transformations to the initial dataset while avoiding overfitting
at the same time. We achieved near 90% accuracy when predicting the
true value of the top tier teams using only three seasons of data. This
papers shows that the data from the sports industry can be useful to
anticipate teams performance and to optimize the value of the team with
a limited budget.

Keywords: Machine Learning, Predictive Modeling, Bayesian Network

1 Introduction

Data science is a growing field, not only on techniques but also in applications.
Every industry is on the pursuit of better predictions, better classifications, better
evaluations of each element within their activities. Retailers want to know what
products offer on a given period. Telecommunication companies want to target
which customers are more likely to leave. These have become daily challenges
solvable with the use of machine learning.

As every other industry, sports has it’s own challenges. But was not until
2001 when baseball, one of the major sports in North America showed the real
potential of statistical techniques in the sports industry. These techniques quickly
turned into formal use of data science for different challenges in the industry [3].
At that time, the main challenge was more of an optimization problem, on
which the management of the Oakland’s Athletics, a team in the Major Baseball
League (MLB) had to maximize the quality of the team with a limited budget.
However, the main problem is the subjectivity on this industry, what is the true
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value of a player despite the media attention or fan base. Then we can see how
two problems arise. First, the business problem which is to maximize performance
of the team with limited money and second the machine learning problem which
focuses in assigning a real and objective value to a given player.

However, statistical analysis was used before in other sports going unnoticed.
Since 1996, the NBA was using the IBM’s Advanced Scout System [2]. This was
a decision support system with the goal to help the coach and the rest of the
management team to pick the best players based on expected performance.

The remainder of this paper is organized as follows. In the next section we
will revise related work on applications of machine learning to the sports industry.
Section 3 presents the dataset used in the experiments. Section 4 describes
the methodology used in the experiments. Section 5 present the results of the
prediction model experiments. Conclusions and the outlook of this approach are
highlighted in the Section 6.

2 Related Work

Since the mid 90’s, data mining has been used in the sport industry. The
appearance of more accurate predictive algorithms, the sports industry has
turned more and more into a data-driven industry. Since 1995, there was already
data driven decision for scouting future talents [2]. But some years later, the
use of statistical methods was used even to create plays and style of play for
some teams [4]. NBA teams have created Data Science departments in order to
analyze not only their plays but also try to find patterns and weakness in the
teams they have to face.

The analysis does not limit to analyze teams but also players as individuals.
Our work focuses in proposing an analysis similar to the one presented in [1].
However, we intent to predict the team that wins the league instead the season
Most Valuable Player (MVP). As implied on the name, this is a player’s award
and is based on individual performance rather than team performance. The
season MVP does not necessarily belongs to the league winning team.

Similar tasks have been performed but in different sports. [7] show how data
is used to predict winner in football competitions. Using a mix of previous
performance and then matching with the teams within the competition. In our
case we consider only the one league which is the NBA. The case presented in [7]
compares teams from different leagues as it analyzes the Union of European
Football Associations (UEFA). The UEFA by it’s nature, unite 32 teams from
at least 8 different leagues each year. Therefore, this league it’s dynamic as the
teams vary each year.

To create a proper rank for the UEFA implies to normalize the leagues
to obtain the true performance of each team on a standard way. We propose
two different transformation methods to standardize the teams in our dataset
and assign a performance relative to their league. There is evidence that the
transformation method has an important role to achieve better predictions [6], [5].
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Predicting winning teams for regular season of the NBA 3

In next section we present the dataset used for the experiments we performed.
Presenting a description of features and statistical analysis that allow to identify
noise in the dataset.

3 Dataset

The dataset used in this papers consist of team stats of three full seasons of the
NBA. The period in the dataset goes from the 2014 season to the 2016 season.
It covers a total of 30 teams. The teams are divided into conferences (East
Conference and West Conference) under the NBA schema. Each conference holds
15 teams. However, as the winner of the league can be form either conference
and they are geographically split we considered it irrelevant for our study. Bellow
we present the description of features in the initial dataset and the short name
of the stat that will be used throughout the rest of the paper.

– GP: The number of games played.
– W: The number of games won by a player or team.
– L: The number of games lost by a player or team.
– WIN%: The percentage of games played that a player or team has won.
– MIN: The number of minutes played by a player or team.
– PTS: The number of points scored.
– FGM: The number of field goals that a player or team has made. This

includes both 2 pointers and 3 pointers.
– FGA: The number of field goals that a player or team has attempted. This

includes both 2 pointers and 3 pointers.
– FG%: The percentage of field goal attempts that a player makes.
– 3PM: The number of 3 point field goals that a player or team has made.
– 3PA: The number of 3 point field goals that a player or team has attempted.
– 3P%: The percentage of 3 point field goal attempts that a team makes.
– FTM: The number of free throws that a player or team has made.
– FTA: The number of free throws that a player or team has attempted.
– FT%: The percentage of free throw attempts that a player or team has

made.
– OREB: The number of rebounds a player or team has collected while they

were on offense.
– DREB: The number of rebounds a player or team has collected while they

were on defense.
– REB: A rebound occurs when a player recovers the ball after a missed shot.

This statistic is the number of total rebounds a player or team has collected
on either offense or defense.

– AST: The number of assists – passes that lead directly to a made basket –
by a player.

– TOV: A turnover occurs when the player or team on offense loses the ball
to the defense.

– STL: Number of times a defensive player or team takes the ball from a player
on offense, causing a turnover.
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– BLK: A block occurs when an offensive team attempts a shot, and the
defense team tips the ball, blocking their chance to score.

– BLKA: Number of times an opponent has registered a block on the shot of
a player or team.

– PF: The number of personal fouls a player or team committed.
– PFD: The number of personal fouls that are drawn by a player or team.
– +/-: The point differential when a player or team is on the floor.

By definition we can identify variables that do not have any use for a machine
learning model. Take the example of GP or W. For the case of GP, this feature
is equal for all teams in all seasons since every team must play 82 games each
season. As for the W, we know it’s correlated with WIN% since WIN% it’s
calculated as W/GP. As GP is constant for each team each season then we know
there is a direct relation between W and WIN%.

The only not intuitive stat is the +/- Box Plus Minus (BPM). BPM is a box
score-based metric for evaluating basketball players’ quality and contribution to
the team. It is the latest version of a stat previously called Advanced Statistical
Plus/Minus; it is not a version of Adjusted Plus/Minus, which is a play-by-play
regression metric. BPM relies on a player’s box score information and the team’s
overall performance to estimate a player’s performance relative to league average.
BPM is a per-100-possession stat, the same scale as Adjusted Plus/Minus: 0.0 is
league average, +5 means the player is 5 points better than an average player
over 100 possessions (which is about All-NBA level), -2 is replacement level, and
-5 is really bad. To get this indicator to the team level is performed a weighted
average of the team weighting the possessions that included a player on his given
team. In Table 1, we show some statistical measures from the dataset. These are
average (Avg), standard deviation (StdDev), max, min and median. This will
help not only to have an overall idea of the dataset but also to validate it.

Other insight we can get it’s the magnitude of the different stats, this is
related to the nature of the stat itself. We notice that blocks are somewhere
between 3.6 to 6.8. However, if we compare this stat to points and we know the
nature of the game, we know that it’s impossible for a game to end with 7 points
for a team. We deal with this scale discrepancy using 2 types of transformations
that will be detailed in following sections.

In order to select the features used in our models we created a correlation
matrix. This will help us to clearly identify what variables can bring noise through
co-linearity to the models. We did not consider GP for this matrix since the
nature of this feature is not determined by the performance of the team. In
Table 2, we can observe some expected results.

A inverse relation between W and L. This is expected because they W can be
obtained from L mixed with GP, as GP is constant a inverse relation is remaining.
Can be seen more easily in Equation 1 and Equation 2.

𝑊 = 𝐺𝑃 − 𝐿 (1)
𝐿 = 𝐺𝑃 − 𝑊 (2)
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Table 1. Features from the NBA season stats.

Stat Avg StdDev Max Min Median

GP 82 0 82 82 82
W 41 12.68 73 10 41
L 41 12.68 72 9 41

WIN% 0.50 0.15 0.89 0.12 0.50
MIN 48.4 0.2 48.8 48.1 48.4
PTS 102.8 4.6 115.9 91.9 102.8
FGM 38.3 1.6 43.1 33.7 38.3
FGA 84.5 2.3 89.2 77.2 84.4
FG% 45.3 1.5 49.5 40.8 45.2
3PM 8.7 1.8 14.4 5.0 8.6
3PA 24.5 4.6 40.3 14.9 24.7
3P% 35.3 1.8 41.6 31.7 35.1
FTM 17.6 1.6 22.3 13.9 17.4
FTA 23.1 2.1 29.4 18.5 22.9
FT% 76.0 3.1 81.5 66.8 76.3
OREB 10.5 1.1 13.1 7.9 10.5
DREB 33.0 1.4 36.2 29.3 33.1
REB 43.5 1.7 48.6 38.6 43.6
AST 22.3 2.1 30.4 18.0 22.1
TOV 14.2 1.2 17.7 11.5 14.0
STL 7.8 0.9 10.0 5.7 7.8
BLK 4.8 0.7 6.8 3.6 4.8
BLKA 4.8 0.7 6.3 3.0 4.9
PF 20.1 1.4 24.8 16.6 20.3
PFD 20.1 1.2 23.9 17.5 20.1
+/- 0.0 4.7 11.6 -10.2 0.2
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Table 2. Correlation Matrix of the initial dataset.

Stat W L WIN% PTS FGM FGA FTA FT% TOV BLKA PFD +/-

W 1.00
L -1.00 1.00

WIN% 1.00 -1.00 1.00
PTS 0.56 -0.56 0.56 1.00
FGM 0.53 -0.53 0.53 0.86 1.00
FGA -0.01 0.01 -0.01 0.52 0.61 1.00
FTA -0.00 0.00 -0.00 0.27 -0.09 -0.13 1.00
FT% 0.17 -0.17 0.17 0.24 0.21 0.10 -0.19 1.00
TOV -0.27 0.27 -0.27 -0.02 -0.06 -0.07 0.23 -0.28 1.00
BLKA -0.48 0.48 -0.48 -0.22 -0.32 0.10 0.26 0.06 0.33 1.00
PFD 0.10 -0.10 0.10 0.16 -0.14 -0.24 0.80 -0.16 0.15 0.05 1.00
+/- 0.97 -0.97 0.97 0.59 0.56 0.01 0.00 0.17 -0.27 -0.52 0.09 1

Other interesting relation can be seen in PTS against FGM. As FGM con-
tribute directly to PTS, it’s not the only way to increase PTS. As in Table 1 we
can see an average of 17.6 FTM which is around 17 PTS per game. But teams
average nearly 103 PTS per game, therefore, presenting a 0.86 relation between
PTS and FGM can be deduced.

Most of these indicator are positive indicators, this means that the higher the
indicator the better the performance of the team. There are three negative indi-
cators. These are BLKA, PF and TOV. They are considered negative indicators
since they do not contribute to the PTS of the teams.

We can also see how the BPM is related to W. This is expected also as the
BPM is an indicator related to the gain of the teams each possession. IF a team
is having gains each possession it’s expected to perform well, therefore winning
more games.

Other relation found among the features is the FTM and FTA to PFD. As for
the nature of the sport, we know that a PFD occurs on the motion of shooting
then the shooting team is granted 1 to 3 FT attempts.

After analyzing all this relations we proceeded to drop some features. We
dropped W and L to keep only WIN%. Even after finding relations in other
features, we decided to keep them since they might be useful after transforming
in next section.

4 Comparing two different representations for the data
transformation

In this section we describe the two different ways of transforming the dataset in
order to create a team based dataset. As for now, we have only seen summarized
data of the dataset. But this data is different for each team. Therefore, the way
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Predicting winning teams for regular season of the NBA 7

to identify winning teams among all teams is to compare the different metrics
between themselves.

For this task we propose two different approaches. First, a ranking system
which will re-code the existing value of the feature to the rank from 1st to 30th.
Second, a distributions system. For this transformation we propose to use the
normalization process using Equation 3. In this equation, i represents the feature
under evaluation of the ones listed before. While j represents the instance under
evaluation.

𝑍 = 𝑥𝑖𝑗 + 𝜇𝑖

𝜎𝑖
(3)

The idea under this transformation is to avoid scaling issues. As presented in
the previous sections, the scale of some features dominate others. Therefore, some
models will tend to assign the weights on this high-scale features since they do
not take into account the nature of the feature. Important features like BPM will
get irrelevant when compared to features like PTS or FGA. The normalization
procedure keeps the order. This is, the team with highest PTS will remain as
highest but just in a smaller scale.

4.1 First Experiment: Ranking System

The idea of this system is simple. It bases on the logic that a team that a winning
team is a complete team. This is that the winning team has the highest average
rank when compared to the rest on the league. After applying the transformation
to a set like Table 3, we have a new dataset as presented in Table 4.

Table 3. Example set by team.

Team PTS TOV +/-

CLE Cavaliers 110.3 13.7 3.2
GSW Warriors 115.9 14.4 11.6
DET Pistons 101.3 11.9 -1.1

As seen by the examples, we considered the nature of the indicator. This
means that TOV, even that is presented as a positive number we know that it
does not contribute to a good performance of the team. Therefore, the highest
TOV will be translated into the last in the rank. This is contrary if we see PTS
which is a direct contributor to a good performance of a team and the higher the
indicator the smaller the rank.

We also created an average rank to help us to have a general idea of the
performance of the team overall. Since some teams focus on defense, they might
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Table 4. Ranking transformation example set by team.

Team PTS TOV +/- AVG-Rank

CLE Cavaliers 2 2 2 2.00
GSW Warriors 1 3 1 1.67
DET Pistons 3 1 3 2.33

not have flashy numbers in stats like PTS and AST but have high BKL and DREB.
So the AVG-Rank will allow us to balance high offensive teams with high defensive
teams. Hereinafter, the dataset obtained throught the rank transformation will
be know as DB-A.

4.2 Second Experiment: Normalizing Data

For the second experiment we transformed the dataset using the Equation 3.
Using the same example on Table 3, we can then reconstruct and create a a
dataset following Table 5.

Table 5. Normalize transformation example set by team.

Team PTS TOV +/-

CLE Cavaliers 0.19 0.35 -0.26
GSW Warriors 1.12 1.01 1.33
DET Pistons -1.31 1.36 -1.07

The idea of this transformation is to split the teams by performance. Take
for example PTS which is a positive indicator. Then, teams with performance
above average will be with positive number while, on the contrary, if the team is
performing below average of the league then will have a negative indicator. This
also re-scale all the features. The dataset obtained after using the normalization
transformation will be called DB-B from now on.

4.3 Training of algorithm

After having the two datasets we trained three algorithms, DT, KNN and a BN
based on the nature of the problem. The goal of this algorithms is to provide a
probability of winning the league for each team. Notice that the probability split
among the 30 teams. For example, if Team A has 99% of winning then the sum
of all the other 29 teams must be equal to 1%.
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Predicting winning teams for regular season of the NBA 9

We added the label of the previous positions of each team in the last 3 seasons.
This label is the target fot the models and then a distance between winning team
and the predicted position is calculated using Euclidean Distance.

We used 10-fold cross validation for each dataset. Then we compared the
prediction with the current performance of the team. This is, we have the position
of each team at mid-season for the 2017 season which is out of the initial dataset.
We created the average rank for each team based on their current performance
to evaluate the models.

5 Analysis of Results

For measuring the performance of the models we used the Mean absolute percent-
age error (MAPE). MAPE is a measure of prediction accuracy of a forecasting
method in statistics. As we used the average ranked we turned the prediction
into a continuous variable instead of an ordinal variable. We applied the models
to both DB-A and DB-B. DB-A provides a better perspective since it takes
into account the rank of the stats and can then balance a defensive team with
a offensive team as stated before. In Table 6, we can observe that with DB-A
create algorithms more accurate than the algorithms trained with DB-B.

Table 6. MAPE of the algorithms for DB-A and DB-B.

Algorithm DB-A DB-B

DT 13.5% 23.2%
KNN 15.9% 21.6%
BN 10.3% 18.1%

The main insight from these results is the difference of the performance be-
tween DB-A and DB-B. Therefore, we can affirm that the ranking transformation
provides a better representation of the performance of the teams and allow the
algorithms to better produce better predictions.

6 Conclusions

As we have shown in the previous section, the use of machine learning techniques
can be useful for the sports industry. Even though the DB-B did no provide
accurate results, the models trained with DB-A proved to be near 90% accurate
using our metrics of evaluation. Only traditional data was considered for the
dataset. Our dataset can be expanded adding other features related to the
performance of the teams which are more specific, such as, pace, average time
offense, passes made, among others. Also, only three seasons were considered.
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These seasons are considered imbalanced by the experts since the same two
teams have reached the finals in all three seasons. Moreover, one of the seasons
considered have the case of the most wins for a team in a season in the NBA
history. Even if the seasons have the same number of teams and the same amount
of games each year, the presence of extremely dominant teams can bias a season.

For future work, we will focus in using more seasons to avoid dominance of
teams. We will also expand the dataset in terms of features, we believe that
adding team-performance related features can help to identify the good teams.
Moreover, we intend also to expand the algorithm selection and try the Weight
of Evidence (WoE) transormation as a dataset transformation.
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Abstract. Tuberculosis (TB) is one of the top 10 causes of death world-
wide. Its correct treatment depends on the correct diagnosis of TB type,
which is extremely important to avoid the development of multidrug re-
sistance (MDR) as the MDR form is considered a health security threat
by WHO. Current methods to detect tuberculosis are either costly and
time-consuming - mainly involving blood tests - or inaccurate - mostly
based on medical imaging. Therefore, there is a need for a quick, cheap
and efficient diagnosis solution. With recent developments in technology,
medical imaging-based solutions have regained much interest. We pro-
pose an improved version of the solution developed for an international
medical imaging challenge, ImageCLEFtuberculosis 2017, whose tasks
were not known in forehand to be solvable with medical imaging ap-
proaches. Our solution uses 3D Convolutional Neural Networks (CNNs)
and Computed Tomography (CT) volumes from TB patients to classify
TB in one of five types, and to detect multidrug resistance. Obtained
results still have much margin for improvement, proving the difficulty of
the challenge, but hold significant promise for the field of TB diagnosis.

Keywords: Deep Learning, Medical Imaging, Computed Tomography,
Tuberculosis

1 Introduction

Tuberculosis (TB) is an infectious disease, spread through the air, that presents
grave concern to human health as it is one of the top 10 causes of death world-
wide. TB can be divided in two main categories, extrapulmonary and pulmonary
TB, with the latter being more prevalent as TB generally affects the lungs [1].
Each of these categories can be further divided, for instance, pulmonary TB can
be classified in five distinct types. Successful treatment is reliant on a correct
diagnosis of the TB type [2].

The most critical aspect of TB is its capability of acquiring drug resistance,
with the Multidrug-Resistant (MDR) form being considered a health security
threat [1]. Drug resistance can arise from an incorrect drug usage during treat-
ment, and the resulting MDR-TB form is much more expensive and difficult to
treat, with results being generally poor [3]. It is thus of utmost importance to
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Fig. 1. Chest X-ray (left) and CT (right) scan obtained from TB patients. Images
retrieved from [8] and [9], respectively.

have a quick, cheap and efficient diagnosis solution to control the disease. How-
ever, such solution is currently an impossible due to the existing methods being
either costly and time consuming, or inaccurate [4].

While most solutions for TB detection involve blood tests [5], medical imaging
can be used as a tool for diagnosis, namely, using chest X-ray and Computed
Tomography (CT) scans (Fig. 1), but is usually associated with inconclusive
results [6, 4]. Despite recent progress in medical imaging-based solutions, which
spurred interest once again in this field [7], the development of these solutions
is an extremely hard task as working with medical imaging datasets usually
encompasses distinct challenges such as limited access to data, its reduced size
and unbalanced class distributions.

Since deep learning (DL) has had a significant appearance in the field of
medical imaging with promising results in recent years [10], we decided to cre-
ate a deep learning-based solution for the detection of multidrug-resistance and
classification of TB type using chest CT scans. It is important to mention that
current medical image-based solutions focus on the detection of tuberculosis, not
on TB type classification nor on drug resistance which are harder tasks per se.

This paper presents an improved version of the system described in [11],
which was tested in the ImageCLEFtuberculosis task [2] from ImageCLEF 2017
[12], an international challenge centered on medical imaging. Regarding paper
structure, developed methodology is presented in Section 2, results are presented
and discussed in Section 3, and finally Section 4 draws some conclusions and lines
for future work.

2 Methodology

The problem to address consisted in detecting multidrug resistance and classi-
fying the TB type from CT scans. Since datasets for MDR detection and TB
type classification were not interchangeable, each subproblem was tackled sepa-
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Pre-ProcessingCT Volumes Deep Learning Output

Fig. 2. Pipeline Overview.

rately. We propose a two-stage pipeline consisting of data pre-processing and a
DL model (Fig 2). The same pre-processing was applied for both subproblems
whereas the DL model was fine-tuned for each subproblem.

Pre-processing consisted of using the CT images to segment the lung region,
and resizing data to be used as input in the DL model. The DL model then used
batches of pre-processed data and classified it. Each of the stages will be further
explained in more detail.

An extremely important aspect for the selection of our DL model comes from
the observation that a CT volume is composed by several images and the analysis
of a single slice might provide poor classification results. Thus, we opted to feed
the DL models with volumes composed of stacks of CT slices, leading us to
the use of a 3D-CNN model instead of a conventional CNN model. This option
naturally brought implications regarding input tensor shape. Such implications
were solved with pre-processing.

2.1 Data Pre-processing

As previously mentioned, different datasets were provided by ImageCLEF for
each subproblem. For multidrug resistance detection, a train dataset with 230
CT volumes and a test dataset with 214 CT volumes were provided, each with
two possible classes - TB and MDR-TB. For TB classification, a train dataset
with 500 CT volumes and a test dataset with 300 CT volumes were provided,
each with five possible classes - 5 different pulmonary TB types. The number of
slices varied across CT volumes, and slice had a size of 512x512 pixels [2].

In the training datasets, lung segmentation was performed using masks cre-
ated with the following method: a threshold was applied to the images where
intensities below -300 Hounsfield units were set as background, pixel values were
normalized to have an intensity range between 0 and 255, and resulting images
were passed through a binary thresholding process with a threshold value of 20.
Using scikit-image1, small holes and small objects were removed, using methods
with the same name and parameterized with minimum size of 100 and connec-
tivity of 4. Next, the two methods were reapplied but with a minimum size of
1000, resulting in the final masks.

Obtained masks were highly similar compared to those provided to the par-
ticipants [13]. Dice’s coefficient, which varies between 0 (no similarity) and 1 (full
similarity), was computed to assess the similarity between created and provided

1 http://scikit-image.org
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masks, with a global average value of 0.9755 being obtained. Regarding the test
dataset, provided masks were used to ensure that test data was not tampered.

Resulting volumes, with the lungs segmented, were reshaped to comply with
the NHWC channel ordering (number of samples x height x width x channels)
used in CNNs. Here, the number of samples corresponds to the number of CT
slices. Each CT slice was then resized to dimensions of 256x256 pixels.

Obtained volumes were resized, in respect to the number of slices, so that all
volumes had the same number of slices. This was achieved by padding the top
and bottom of each volume, resulting in a final volume with fixed size (real data
in the center, and padding in the extremities). Finally, data was normalized to
have zero mean. Pre-processed datasets were saved in HDF5 files, resulting in two
HDF5 files per problem (MDR detection and TB type classification) containing
train and test data.

2.2 Model Architecture

As previously mentioned in this section, it was our decision to use a 3D-CNN
model due to the nature of the problem. The model was implemented with Ten-
sorFlow [14] version 1.0.0 with support for GPU, which massively increases the
speed and efficiency of training and developing models such as neural networks.
Moreover, TensorBoard was used during the development of the 3D-CNN model
for debugging and optimization purposes. Some additional functions needed for
the models’ development were imported from TFLearn2 (v0.3), a DL library
that provides a higher-level API to TensorFlow. The 3D-CNN training scripts
ran on an Ubuntu server machine equipped with an NVIDIA Tesla K80 GPU
accelerator.

An overview of the built model with the respective composition of each layer
is presented in Fig 3. The decision to use a 3D-CNN model with seven convolu-
tional layers and two fully connected layers was empirical.

Existing literature supports that deeper models can be more powerful than
shallow ones, as the former can learn how to represent high-level abstractions,
presenting particular interest for the fields of vision, language and other AI-
level tasks [15]. However, it is also known that deeper models are more difficult
to train due to problems such as the vanishing gradient problem, where initial
layers learn at slower speeds than final layers. Naturally, deeper networks are
more prone to the vanishing gradient problem [16], and demand bigger compute
power, which is a very significant overhead. Thus, considering the implications
of deep neural networks, and the existing limited compute power, it was decided
to build a small network.

As it is possible to observe in Fig 3, the network’s first six layers share the
same structure (but not the hyperparameters). In these six layers, the incoming
tensor is passed through a sequence of 3D convolution, batch normalization, non-
linear activation function and 3D max pooling. This sequence reflects a change
in the previous proposal [11], as pooling was previously being executed prior to

2 TFLearn: http://tflearn.org
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Fig. 3. Diagram of the neural network model used.

batch normalization and activation function and could be resulting in the loss
of important information.

Batch normalization is very important as it addresses a phenomenon called
internal covariate shift, which slows down the training of neural networks [17].
Concerning the activation function, since the sigmoid activation function can
cause problems when training deep neural networks [18], the rectified linear unit
(ReLU) was used. The solution presented in [11] erroneously mentions the use
of the leaky variant of ReLU, since TFLearns implementation of leaky ReLU
contained a bug which made it work as a regular ReLU. That aspect has been
reflected in the architecture presented in Fig 3.

Overfitting is another serious concern in neural networks, specially when
working with medical imaging datasets which frequently consist of small amounts
of data, with unbalanced distributions. For that reason, dropout [19], a regu-
larizer used to reduce overfitting in neural networks, was used in our model.
However, it was only applied to the fully-connected part of the network as con-
volutional layers have considerable inbuilt resistance to overfitting [20]. Also, L2
regularization was used in each convolutional layer to reduce model overfitting,
and the last Fully-Connected layer has a softmax activation function.

The same model was used both for MDR detection and TB type classifi-
cation, though with different hyperparameters due to the fine-tuning procedure
performed for each subproblem. Dropout was used with a drop probability of 0.5
for both subproblems. A detailed description of the remaining hyperparameters
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for models’ layers is presented in [11]. It should be noted that the hyperparam-
eters were defined with compute power constraints in mind. All weights were
initialized as described in [21].

2.3 Model Training

Before training the model with pre-processed data, the training dataset was split
into 80/20 parcels, for training and validation splits respectively. Data distribu-
tion had moderately balanced classes for the MDR detection problem, whereas
for the TB type classification a less balanced dataset was provided. For each
subproblem, data was split taking into account class distributions, in order to
ensure the same class distribution in training and validation splits. Even though
the network was prepared to work with K-fold cross validation, due to time con-
straints and the inherent nature of the training process of a neural network, the
network was validated offline using a single combination of the 80/20 split.

Both 3D-CNNs were fed with mini-batches of data containing complete CT
scans, where each sample corresponds to one of the CT volumes being forwarded
through the net. Since these networks are demanding in terms of memory and
computational cost, in order to enable the use of bigger batch sizes, each pre-
processed volume was cropped into a fixed smaller number of slices corresponding
to the size of the smallest volume in the original dataset, with the cropping
method extracting data from the center of each CT volume.

In order to prevent the networks from learning a given data sequence/order,
data splits were shuffled in each epoch, prior to being fed to the models. Four
metrics were used to assess model performance, namely: cross entropy, accuracy,
precision, and recall.

Moreover, an Adam optimizer [22] was used for stochastic optimization, with
the following settings being used: α = LearningRate, β1 = 0.9, β2 = 0.999 and
ε = 10−8. Table 1 summarizes some of the hyperparameters used in order to
train the neural networks. All hyperparameters were defined through empirical
testing.

Table 1. Best hyperparameters used in the neural network for each subproblem.

Hyperparameter MDR detection TB type

Batch Size 30 30

Learning Rate (LR) 3 x 10−5 8 x 10−6

LR Decay 5% 5%

Decay Interval 10 epochs 15 epochs

Learning rate was reduced by a fraction of 5 percent of its value after 10 and
15 epochs and validation was performed in intervals of 3 and 2 epochs for the
MDR detection and TB type classification models, respectively.
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3 Results and Discussion

Since ImageCLEFtuberculosis organization provided contestants with unlabelled
test datasets, we faced the nuance of not being able to assess test performance
for the newly improved version of the models. With the lack of test labels, a
comparison between test performances for the old and new versions cannot be
made, thus to perform a direct comparison between the two versions we resort
to performances obtained with the validation dataset.

The best validation results for the previous models, presented in [11], and for
the improved versions herein described are shown in Table 2. As it is possible to
observe, the new versions outperform previous ones in every evaluation metric,
though with just slight improvements in some metrics.

Table 2. Performance metrics obtained by the models in the validation phase.

Metrics
MDR Detection TB Type

Old New Old New

Accuracy 0.5501 0.6023 0.1744 0.2367

Precision 0.5470 0.5624 0.5223 0.5371

Recall 0.3440 0.3592 0.4413 0.4639

Regarding MDR detection, a two class problem, the model shows the same
behaviour as before, favoring the retrieval of the most frequent class but signifi-
cantly struggling to detect the less frequent and more relevant class, resulting in
a substantially lower recall comparatively to obtained accuracy and precision.

For the TB type task which is a multi-class problem (five classes), as ex-
pected, the new model still achieves lower accuracy than the MDR detection
model, while maintaining slightly similar precision and improved recall. The
higher number of classes, combined with a less balanced dataset, greatly im-
pacts on the validation accuracy which was significantly lower than in the MDR
detection task. Such accuracy value demonstrates that the neural network had
difficulties in identifying the classes in data, explaining why some classes had no
occurrence registered in the validation dataset.

Despite observing improved performances for the new models during valida-
tion, the most important part of the analysis is missed due to the impossibility of
measuring test performances. Since all entries in ImageCLEFtuberculosis were
tested with the same untampered test dataset, the challenges final list of results
could serve as a benchmark for solution comparison provided test labels were
known.

Since the observed behaviour for our previous solutions consisted in a de-
crease in performance during the test phase, we can speculate that the same be-
haviour should occur for the new version of the models, thus anticipating lower
performances than those seen in Table 2. This means that in spite of the bet-
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ter performance during validation, test metrics are expected to be significantly
lower.

The list of test results for the two subtasks comprised in ImageCLEF’s tu-
berculosis task [2] clearly demonstrates the high difficulty associated with the
task at hands. For MDR detection, the top ranking model had an accuracy just
slightly over 50% whilst our original model’s test accuracy was nearly 47%. It
is expected that the new model’s test performance should be close to that of
the top ranking model. Concerning TB classification, test results were in general
worse comparatively to those of MDR detection. Here, the top ranking entry
had an accuracy of 40% compared to our model’s 24.3%. Despite the improved
performance of our new model during validation, test results are expected to
maintain significantly worse than those of the top ranking entry.

In spite of our models’ seemingly poor performance, the final ImageCLEFtu-
berculosis result list [2] shows that other entries are not very far, having compara-
ble performance. Since in our approach the search for the best hyperparameters
was empirical and not extensive enough due to limitations in terms of available
time, it is our belief that there exists margin for progress and improvement in
our work, provided there is more time to better train the models, and correctly
fine-tune them.

4 Conclusion and Future Work

Tuberculosis presents great concern to the health community as it is one of the
top ten causes of death worldwide. While its correct diagnosis is paramount, ex-
isting solutions still have to progress towards a cheap, quick and reliable solution.
Medical imaging, which was once the go to solution, is showing once again great
promise with the research community making great efforts in that direction.

The ImageCLEFtuberculosis challenge is an example of such effort, focusing
on the creation of solutions to detect drug resistance and classify the type of
pulmonary TB (from a pool of five possible types) in CT scans from TB patients.

Herein, we presented an improved version of the previously created solutions
for the ImageCLEFtuberculosis 2017 challenge. The improved version uses the
same pre-processing but comprises modifications in the neural networks archi-
tecture, resulting in better performances both for MDR detection and for TB
type classification during validation.

The absence of labels for the test dataset provided by ImageCLEFs organi-
zation severely limits our ability to assess our new models performance, since
without performance metrics obtained with the test dataset it is not possible to
directly compare our models with those in ImageCLEFtuberculosis result list,
a list which serves as a solution benchmark. Nonetheless, we expect the im-
proved MDR detection model to be closer to the best MDR detection solution
in ImageCLEFtuberculosis 2017. Regarding TB type classification, in spite of
the improvements, we expect the new solution to maintain far from the best
ranking model.
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It is interesting to notice that various solutions submitted by other research
groups to the ImageCLEFtuberculosis challenge used DL approaches, which
shows that DL is an area that holds great promise and that we are following
the right path.

As future work, and since overfitting was an effective reality during the de-
velopment of the neural network models, in the future we hope to evaluate the
impact of techniques such as data augmentation and weight normalization on
our models’ results. Furthermore, running the model with K-fold cross-validation
and performing an ensemble of the resulting networks could further improve our
results.
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Abstract. Breast cancer is the leading cause of cancer in women, with
a high survival rate. However, common treatment procedures, such as ra-
diation therapy or surgical removal of the axillary lymphatic nodes, lead
to a decrease in patients quality of life due to impairments in upper limb
function. A premature detection of these types of problems is vital to
decrease the impact in Upper Body Function (UBF) and further compli-
cations. Nevertheless, detection is currently performed using subjective
methods, either using volume and angle measurements or inquiries. The
present work aims to create an objective method to perform this evalu-
ation and provide a more accurate analysis of upper limb impairments.
For that, a number of exercises were selected and RGB-D and skele-
ton tracking data were acquired during these. Features extracted from
this data allows to characterized patient condition, evaluating the pres-
ence of pain, stiffness, weakness, lymphedema and functionality. Results
obtained in this work were very promising for breast cancer patients’
classification, and are better and more complete than those presented in
the literature.

1 Introduction

Breast cancer is the leading cause of cancer in women, with 1.383.500 new cases
in 2010 worldwide [1] with only a mortality rate is 27%, which is even lower
in developed regions [2]. This is due to the development of effective therapies
and medical procedures, as well as prompt diagnosis. Due to low mortality rate,
concerns with the Quality of Life (QOL) of breast cancer patients have been
growing, usually associated with problems of Upper Body Function (UBF) on
women after breast cancer surgery, and the impacts of each treatment in it.
Usually, this problems are related with surgical procedures and post-surgical
treatment, with no defined healing process. Several studies have been trying
to address UBF and psychological problems such as depression, anxiety and
problems with body image [3] in this group.

Other problem associated with post-surgery diagnosis is the difficulty to per-
form it in early stages using traditional methods. Studies showed that subjective
self-reports are more sensitive and can lead to a more premature detection of
reduced UBF [4] than traditional methods. However, this can lead to incorrect
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results. Therefore, there is currently a demand for an objective method that can
assess UBF and QOL. This method needs to be accurate, low-cost, able to pro-
duce results in quickly, reproducible and capable of performing early diagnosis
of upper-limb impairments.

The purpose of this study is to improved the existing methodology, initially
developed by Moreira et al. [5], to assess breast cancer patients condition us-
ing Microsoft Kinect. For this, we will use a more diverse and complete set
of exercises. After that, several methodologies of signal and image processing
were tested to understand which will lead to a more robust approach. Lastly, a
classification step will be perform to evaluate the patients.

This work was performed with the support of medical staff, more specifically
Dr. André Magalhães and nurse Sérgio Magalhães from Hospital S. João.

The remainder of this paper is structured as follows: section II provides a brief
overview of two main concepts; in section III the methodology implemented is
explained; the experimental results obtained is explained section IV and, finally,
section V contains the concluding remarks regarding the developed work.

2 Background

2.1 Methods for UBF Assessment

There is evidence that suggests that subjective assessment of UBF can detect
lymphedema more prematurely and is more sensitive to the development of lym-
phedema [4] than any other method. Also subjective assessment through patient
self-report allows functional but also psychosocial aspects to be taken into ac-
count [6], like pain or stiffness, for instance.

From all the inquiry present in the literature, the most used in breast cancer
patients is Disability of Arm, Shoulder and Hand (DASH) [7], in about 46% of
the times [8]. However, this inquiry was not designed for breast cancer patients
and no validation for this population could be found in the literature.

This report consists of 30 questions that assess pain, weakness, numbness
and functionality, and, possibly, an optional module that is related with work
and sports. Studies found that DASH shows better results in breast cancer pop-
ulation, even when compared with other inquiries, some of then design to this
condition [8].

Other self-report that is interest to this group is Kwan’s Arm Problem Scale
(KAPS). This report was created to assess the condition of breast cancer pa-
tients in upper limb related to function, pain, stiffness and swelling. This inquiry
also has a subscale that rates impairment in activities of daily living. This scale
has been shown to be convergent and exhibits discriminant validity in breast
cancer survivors [9]. However, this report does not take into account psychome-
tric properties. Other self-report include Upper Limb Disability Questionnaires
(ULDQ) and 10 Questions by Wingate.

2.2 Upper Limb Assessment using Microsoft Kinect

Microsoft Kinect can be used to perceive human pose, behaviour or posture.
Regarding upper limb movement, Pastor et al. [10] uses the sensor in the re-
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habilitation process of stroke patients. For this they use the skeleton tracking
algorithm applied to a serious game that scores the exercises performed by the
patients when compared with a expected pattern.

Kurillo et al. [11] performed a study to evaluate the ROM of upper limb
extremity, an important factor in the rehabilitation of breast cancer patients.
As well as Pastor [10], this author uses the skeleton tracking algorithm and
obtained an accurate and robust to perform this type of evaluation in medical
environment.

Lu et al. [12] performs Volume Estimations in patients with lymphedema
using the RGB-D sensor. A problem with this system is that requires a manual
selection of the ROI. Furthermore, there are other requirements (the device
needs to be approximately at 80 cm of distance, for instance) that affects its
practicality. Results obtained showed that the method is robust.

Lastly, Moreira et al. [5] also to study Upper Limb Volume, ROM and other
features to evaluate aesthetics and lymphedema presence. To validate the data,
the author uses self-reports. Problems associated with this work is that only one
exercise is used when performing ROM evaluation. Also, the work was limited
to a not-diversified database, which can harm the results obtained. Precision on
the detection of lymphedema was also a problem.

2.3 Methods for Volume Assessment

Detection of lymphedema can be detected by tonometry (applying pressure for
one minute on a region where edema fluid is known to accumulate) [8], for
instance. However, this technique only works in advanced stages of the disease,
a problem since an early detection of lymphedema allows to minor the problems
associated with it.

In ideal conditions, and using the most accurate methods, the diagnosis
should be performed with comparison between pre and post surgery limb volume.
However, since the volume of the limb before surgery is not usually measured,
is usually impossible to perform this technique. To solve that a bilateral com-
parison is performed to assess the presence of edema [13]. Nevertheless, some
authors defend that, since difference between arms occur in healthy women, this
measure is imprecise [13]. In this subchapter we will focus in some techniques
used in the detection of lymphedema.

Subjective Methods Some criteria are associated with the detection of lym-
phedema: the method must be efficient, easy to use, non-invasive, inexpensive,
hygienic and reliable. Although there are no golden standard defined in litera-
ture [14], Water Displacement is usually considered the most complete method
when considered the previous mention criteria [13]).

However, this technique has several problems. First, it is hard to be precise
in the performance of this procedure, since patients usually have difficulties due
to low mobility of the arm, a problem usually associated with lymphedema. In
addition, the definition of the exact point to perform comparison is very hard
to do [15]. Additionally, Water Displacement is time consuming, not portable,
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unhygienic and messy [16, 13]. Lastly there are some problems with related to
standard deviation (up to 25 mL) [17] of the method.

Objective Methods As can be seen, even the golden standard in subjective
methods have a lot of problems associated. So an objective and fast method to
measure lymphedema have been perused. This can be possible with 3D technol-
ogy, being a example the Computer Aided Measurement Laser (CAML), pro-
posed by Trombetta et al. [18] in 2012. In this work the authors used 3D IR laser
scanning for limb analysis and data collection of its shape, size and appearance,
and computer aided design (CAD) system, to create a model through the data
collected, as circumferential and limb volume measurements. The IR laser scan-
ning used was Polhemus FastSCANTM, that was tested in 2007 by McKinnon et
al. [19] for volume measurement.

For comparison and results validation, the previously mentioned water dis-
placement method was used chiving similar. The authors concluded that the
errors between the system and circumferential measurements are minimal and
acceptable.

Other systems can be found in literature, with InsigniaTM laser scanning sys-
tem [20] being the most relevant, showing to be suitable for volume assessment.

3 Methodology

The first task was to select a RGB-D sensor to UBF assessment. For that pur-
pose, initially, it was research what was the best sensor in the market to achieve
the purpose of this work[21]. From this search, it was found that Microsoft Kinect
was the more appropriate sensor, due to its properties such as the skeleton track-
ing system.

After that, a group of exercises to be performed by the patients was selected
with the help of medical staff. For it some criteria were defined: for instance,
the exercises needed to be performed by the patients in medical environment.
An interesting group of exercises that meet the requirements are rehabilitation
exercises, being selected the 5 more relevant to the medical professionals since
would allow to extract different evaluation features. Exercises were adapted from
[22] and can be seen in Figure 1.

Also, and since lymphedema is characterized by arm swelling, is important to
access the volume of both limbs, to understand if there is or not an increased size
of the affected arm. To perform this acquisition, the patient maintain a position
with arms in a T shape for at least 3 seconds.

Data acquisitions were performed at Centro da Mama in Hospital S. João.

3.1 Database Characterization

The database is composed of 63 patients, from whom were acquired skeleton
tracking system data, colour images and depth maps. Also for each one of it,
upper-body functionality was computed by performing DASH questionnaires to
all of them. Patients were divided in two groups, 0-39 showed excellent or good
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Fig. 1: Exercises selected for patient evaluation

upper body functionality (class 0), 40-100 showed regular or bad upper body
functionality (class 1) [23]. Since DASH also allows the possibility to compute
if the patient has pain, weakness or stiffness, the patients were also divided in
two classes, where 1 represents the presence of this condition and 0 the absence.
Lastly, it was assessed if patients had lymphedema by the medical physician.
Table 1 represents the distribution of each class for each condition. From this
table we can see a quite balanced distribution in each metric evaluated.

3.2 Data Acquisition and Processing

Since each exercise have different characteristics and goals, the data acquisition is
defined by its purposes: skeleton data was extracted for all exercises and RGB-D
data was only acquired for Volume Measurements.

Data based on Skeleton Tracking System Data Using the skeleton track-
ing system from Microsoft Kinect is possible to retrieve coordinates of joints
and other important points of the human body over the exercise, allowing the
characterization of the patients movement during this period of time with high
precision [24]. Nevertheless, ambient conditions as luminosity can have impact
in precision [25].

Table 1: Physical condition of the patients

Pain Weakness Stiffness Lymphedema Functionality

1 39 36 31 27 28

0 24 27 32 36 35
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Table 2: Summary of features extracted using Skeleton Tracking System Data

Exercise 1 Exercise 2 Exercise 3 Exercise 4 Exercise 5

Elbow Height 1 8 15 37

Wrist Height 2 9 16 38

Elbow Width 24 & 25

Wrist Width 26 & 27

Range of Motion 3 10 17 39

Elbow Flexion 4 18 30 & 31 40

Duration of the Exercise 5 11 19 32 & 33 41

Velocity 6 12 20 34 & 35 42

Acceleration 7 13 21 36 43

Compensatory
Movement Hip-Shoulder

14 22 44

Inclination 23

Angle
Hip-Shoulder-Wrist

28 & 29

One way that we minor this problem is using signal processing. In this work
a selection of filters based on literature was made, with five filters being se-
lected: Median Filter,Moving Average Filter, Gaussian Filter, Low-Pass Filter
and Kalman Filter.

Filter selection was performed comparing a filtered signal with a signal ob-
tained from color image that were manually marked. Raw signal was obtained
using the skeleton tracking system algorithm of Microsoft Kinect in the most
relevant joints for each exercise. These signals were then filtered and compared
with the signal acquired by manual tracking (ground truth). This comparison
was done using a covariance matrix.

After filter selection, the data obtained from each one of the previous men-
tioned exercises allowed to extracted unique 44 features. Table 2 summarizes
feature acquisition for each exercise and numbers that are attribute. Important
to notice that Exercise 4 has two phases, so two different feature extractions can
be performed.

Data based on RGB-D Data Volume can be an important feature to detect
lymphedema. Therefore, in addition to all the previously mention features ex-
tracted, we asked the patients to perform an exercise to estimate volume of
both arms. Three methods were tested to retrieve the volume: method 1 is
purely based in depth map data, method 2 constructs a segmentation mask
using Skeleton information and then segments the arm using colour images and,
lastly, method 3 constructs a segmentation mask using the depth information
and then segments the arm using colour images. Segmentation in colour images
were performed using Graph Cut.

For all this methods, it is important to define the region of interest - the
upper-arm - defined superiorly by the shoulder, inferiorly by the elbow and
communicates medially with the axilla [26]. Therefore, there are five points that
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Fig. 2: Arm segmentation

define the region: the armpit (A1), the medial (E1) and lateral (E2) elbow point,
and the medial (S1) and lateral (S2) shoulder point. The detection of this points
are performed for both arms and using the skeleton information (Shoulder (S)
and Elbow (E) - points in green in the Figure). The final mask, as well the
relevant points, are present in Figure 2. Important to mention that, to compute
it, a silhouette of the patient is obtained by segmentation explained before.

After that, the obtained masks are compared with the marked mask to select
the more correct approach using to metrics: Dice coefficient and Jaccard Index.

After method selection is necessary to perform a volume estimation of the
arm. For this approach colour and depth data are necessary to compute the
point cloud of each arm. Then, a convex hull algorithm is used on the set of
computed points. To validate this step two objects with known volumes were
used, achieving with good results.

To volume estimation, 40 images of each patient were selected (20 of depth
data and 20 of colour data). Only obtained values within a range of 40% of the
median of each patient were considered, in order to discard possible outliers.
Then, for each arm the mean value was computed. Ratio between the two arms
are computed and was the 45th feature extracted.

3.3 Classification

In this work three supervised learning classifiers were used: Fisher Linear Dis-
criminant Analysis (LDA), Nave Bayes Classifier and Support Vector Machines
(SVM). Furthermore, due to the high number of extracted features, three feature
selection methods were tested: Mutual information [27], Sequential Floating For-
ward Selection (SFFS) [28] and Forward Selection, that consists in the following:
Firstly, the error associated with the classification of one feature is computed.
This feature (Feature A) is then kept and a new subset of features is formed by
the combination of Feature A with the remaining ones. The error of all these
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combinations is computed, and the best combination is fixed. Important to men-
tion that features were normalized to a scale of 0-1.

A grid search of the best parameters for each classifier was performed, and a
Leave One-Out scheme was used during this tests. For each type of classifier that
was described, the number of features that led to the lowest misclassification in
each output was selected. In the cases where more than one subset of features
obtained minimum misclassification, the model with less complexity was chosen.
Metrics as Precision and Recall were also computed.

4 Results and Discussion

Signal Processing - Filter Selection In these results, Kalman filter presents
a higher variance in 5 of the 10 values. Furthermore, in those Exercises where
Kalman Filter does not have the best variance, this filter still presents similar
values to those of the best filter. So, and after other tests that validate this
selection, the Kalman Filter was chosen to perform signal processing.

Segmentation method selection Results from each method and respective
metrics (Dice Coefficient and Jaccard Index) can be found in Table 3.

Considering the results presented in Table 3, the best segmentation process is
the one which uses only depth data, showing a good overlapping between ground
truth and the detected arm. Also, the lower results for segmentation when using
Colour data are due to problems in segmentation by using GrabCut, something
that can seen in Figure 3.

Classification results

First, and respecting feature selection, Forward Selection achieve the best results
for all classifiers in all classifications. The results obtained are present in the
following sections.

Pain Classification The best classifier associated with pain and its character-
istics are presented in Table 4.

As expected, results obtained for SVMs were very good, since it proved to be
a good option when there is a limited amount of data available (only 66 patients.
Also, it is relevant to notice that the feature set is composed by features from
Exercise 3 (Shoulder Height and Compensatory Movement Hip-Shoulder) and
Exercise 4 (Shoulder Width and Duration of the Exercise). Furthermore, pain
classification showed a high recall result due to the low error in classification of

Table 3: Dice coefficient and Jaccard Index results of arm segmentation for three meth-
ods

Method 1 Method 2 Method 3

Dice coefficient (D) 0.794 0.721 0.724

Jaccard Index (J) 0.672 0.635 0.642
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Table 4: Parameters of best classifier for pain classification

Classifier Kernel C y MER Recall Precision Feature Set

SVM rbf 1 0.25 0.19 0.974 0.776 [15 22 24 33]

patients with pain. Precision results were lower. However, these results, as well as
the associated error, are very promising for the performance of pain classification
in breast cancer patients.

Stiffness Classification The best classifier and its associated characteristics
are presented in Table 5.

In stiffness classification, the more relevant features are obtained from Ex-
ercise 3, Exercise 4, Exercise 5 and Volume. Furthermore, stiffness classification
shows high recall and precision, and low error in classification. These results are
very promising and allow us to conclude that this methodology is a suitable solu-
tion for stiffness classification. Also, this explains the importance of the volume
extraction, which can be relevant to more than lymphedema detection.

Weakness Classification The best classifier and its associated characteristics
are presented in Table 6.

Weakness classification as something interesting: the feature set is composed
by features obtained from all exercises. Furthermore, weakness classification
shows high recall and precision, and also a low error in classification. These
results are very promising and allow us to conclude that this methodology is

Fig. 3: Problems in patient segmentation using GrabCut method for Patient 47

Table 5: Parameters of best classifier for stiffness classification

Classifier Kernel C y MER Recall Precision Feature Set

SVM rbf 8 0.75 0.127 0.833 0.939 [21 28 36 38 39 42 45]
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Table 6: Parameters of best classifier for weakness classification

Classifier Kernel C y MER Recall Precision Feature Set

SVM rbf 8 1 0.111 0.839 0.929 [4 10 15 16 28 35 43]

a suitable solution for weakness classification. Also, this shows the importance
of different exercises, and that a more extensive number could revealed to be
important.

Lymphedema Classification The best classifier and its associated character-
istics are presented in Table 7. The feature set form lymphedema classification

Table 7: Parameters of best classifier for lymphedema classification

Classifier Kernel C y MER Recall Precision Feature Set

SVM rbf 2 0.75 0.159 0.741 0.87 [16 21 24 26 28 29 38 43]

is composed by features obtained from Exercise 3, Exercise 4 and Exercise 5. It
is important to compare these results with those obtained by Moreira [5], since
in this work lymphedema is also classified. Results obtained in this work shows
better precision and error (0.87 vs. 0.86 obtained by Moreira and 0.159 vs. 0.19
obtained by Moreira, respectively), with similar results for recall (0.741 vs. 0.75
obtained by Moreira). This can be explained by the higher number of exercises
used and also by the higher number of patients from whom data was acquired.

Furthermore, these results are very promising and allow us to conclude that
this methodology is a suitable solution for lymphedema classification. However,
since the volume is not present in this classification can revealed some problem
in its computation.

Functionality Classification The best classifier and its associated character-
istics are presented in Table 8.

The feature set is composed by features obtained from Exercise 1, Exercise
2, Exercise 3 and Exercise 4. Moreira [5] also performed a functionality evalu-
ation, but using UEFI inquiries instead of the DASH inquiries. Although it is
possible to compare results, with our approach achieving better results in the
two evaluated metrics (error and recall), this comparison needs to be performed
conservatively due to the different methodology used. Even with this in mind,
the results obtained are very promising.

Table 8: Parameters of best classifier for functionality classification

Classifier Kernel C y MER Recall Precision Feature Set

SVM rbf 8 0.55 0.127 0.857 0.857 [2 3 8 11 15 27 33 36]
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5 Conclusion

In this work, the best classification results were obtained in the SVMs classifiers
with RBF kernels, with a associated misclassification error of 0.19 for pain, 0.127
for stiffness, 0.111 for weakness, 0.159 for lymphedema and 0.127 for functionality
classification. These results are very promising, and are better when compared
to results from existing literature. In the future it is important to create a global
model, instead of using five separate models for each state, and resolve some
problems associated with volume estimation.

We conclude that the proposed methodology appears to be suitable for the
evaluation of upper-body functional status in breast cancer patients and can be
used to help medical physicians during diagnostic the phase.
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23. Clé, P.G.V., Tasso, L.E., Barbosa, R.I., Fonseca, M.d.C.R., Elui, V.M.C.,
Roncaglia, F.B., Mazzer, N., Barbieri, C.H.: Estudo retrospectivo do estado fun-
cional de pacientes com fratura do rádio distal submetidos à osteosśıntese com
placa lcp. Acta fisiátrica 18(4) (2011)

24. Galna, B., Barry, G., Jackson, D., Mhiripiri, D., Olivier, P., Rochester, L.: Accuracy
of the microsoft kinect sensor for measuring movement in people with parkinson’s
disease. Gait & posture 39(4) (2014) 1062–1068

25. Huber, M., Seitz, A., Leeser, M., Sternad, D.: Validity and reliability of kinect
skeleton for measuring shoulder joint angles: a feasibility study. Physiotherapy
(2015)

26. Seeley, R., Tate, P., Stephens, T.: Anatomy & Physiology. McGraw-Hill (2007)
27. Perez, A., Larranaga, P., Inza, I.: Supervised classification with conditional gaus-

sian networks: Increasing the structure complexity from naive bayes. International
Journal of Approximate Reasoning 43(1) (2006) 1–25
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Abstract. The ageing process is naturally accompanied by impairment in 

people's cognitive processes. The European population ageing is a challenging 

task for the European social policy and for the mental health specialists. 

Emerging technologies can play an important role in the neurocognitive 

stimulation area as they possess characteristics that might reduce the anxiety 

levels of patients while participating in neurocognitive stimulation or assessment 

therapies. In particular, serious games provide a setup that can be explored to 

improve the easy access to neurocognitive stimulation and assessment 

environments, regardless of place and time, at a lower cost could reach more 

people than traditional methodologies. This paper presents a serious game aiming 

to analyse neurocognitive deficits and stimulate the players' deficitary 

neurocognitive processes according to their problems. This game is based on 

traditional neurocognitive psychotherapy for adults, mainly addressing the 

cognitive processes of attention and memory. The game will simulate real world 

scenarios, allowing a better generalization process due to ecological validity. 

Keywords: Active Ageing, Neurocognitive Deficits, Neurocognitive 

Stimulation, Assessment, Serious Games, Unity, DDA. 

1   Introduction 

With the increasing number of the elderly in our population, it is possible to verify the 

consequent increase of the cognitive decline occurrence. Neurocognitive stimulation 

has been a highly approached research area for the past years, as it offers new 

opportunities for people with cognitive impairments. Several neurocognitive 

stimulation programs are implemented in medicinal context, with the aim of 

decelerating cognitive decline [1] and, consequently, improving the lifetime quality of 

the patients. Although, these programs have some limitations that might compromise 

the desired impact on the person’s quotidian. These boundaries involve, for example, 

the lack of ecological validity and patients’ low motivation, due to the high emotional 
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pressure they feel on following these neurocognitive stimulation programs and 

assessments [3]. Ecological validity can be seen as a transitional phenomenon, which 

analyses the current behavior, within specific environments related to the real world, 

by using discrete and reliable research methods [2]. 

The use of serious games is turning into a remarkable resource, as it offers computerized 

alternatives to neurocognitive stimulation and assessment programs. By focusing our 

efforts on reducing the impact of the above-mentioned limitations, i.e., reinforcing the 

need for ecological validity and adapt the tasks’ difficulty levels, there is a high 

probability that the results obtained from a serious game’s neurocognitive stimulation 

program can show positive results [4, 5].  

Although the few projects that use serious games try to solve these problems, none of 

them covers efficiently the core aspects, such as ecological validity, that we address. 

Current approaches usually focus on only computerizing the assessments and do not 

always consider the content of the program itself. In addition, there is no special 

attention given to the users’ interaction. 

Our methodology consists on developing a serious game, called SynapseToLife, which 

focus on the neurocognitive stimulation of the players, by making them perform several 

tasks, immersed in well-known scenarios, thus strengthening ecological validity. More 

importantly, the serious game will create a group of familiar daily life scenarios (e.g. 

kitchen) to the user, in order to allow an easier transfer of the stimulated cognitive 

abilities into the users’ quotidian, given the ecological validity variable that we aim to 

approach [3, 6]. 

2   Problem description 

With the increasing number of the elderly and the consequent incidence of cognitive 

decline associated, it becomes important to invest in mental health, to minimize the 

social and economic impacts of this phenomenon, promoting active ageing. 

Since the neurocognitive deficits may be present about 20 years before the clinical 

diagnosis on dementias, such as the Alzheimer disease [7], it is necessary to develop 

more effective and motivating strategies of monitoring and stimulating people's 

cognitive abilities, allowing them to follow an healthier life style [8]. SynapseToLife 

will be able to perform an early intervention, which is of major importance in order to 

slow down possible pre-clinical manifestations of neurocognitive [9] deficits, which, 

consequently, will contribute for public health's cost reduction [10]. 

2.1   State of the Art 

Serious games allow the monitoring and presentation of stimulus, capable of motivating 

the user [11] and which show a greater accessibility [12], presenting positive results 

[13].  

The use of serious games has been increasingly referenced as an important resource for 

psychological assessment and intervention [14]. Showing positive results in multiple 

domains, such as prevention [15], rehabilitation [14], neurocognitive stimulation [16], 

assessment [17] and monitoring neurocognitive changes [18], leading to beneficial 
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changes, when it comes to brain plasticity [19], changing the brain's structure [20] and 

facilitating the impact of neurocognitive stimulation on everyday functioning [6]. 

However, the use of serious games, with older people, is still in an early phase [21] and 

there is little information when it comes to the impact of these programs on the users' 

quotidian activities and on their quality life [22]. 

There are several available games in the market, which aim neurocognitive stimulation 

[23, 24]. These, however, are not specifically developed to target a certain population 

and, in most cases, are not supported by robust studies on ecological validity. Although 

there are empirical evidences of neurocognitive improvements, several games do not 

evaluate the impact of a serious game in patients' daily life and do not offer content, 

which benefits the generalization process of, trained tasks, to their daily reality. 

3   Proposed Solution 

In this work, we propose to develop the ACT-Age platform, which includes the serious 

game SynapseToLife, aiming to promote neurocognitive stimulation and assessment. 

The serious game will enable an easier transfer of the neurocognitive stimulation results 

to users’ quotidian activities, by simulating real life scenarios and users' interactions 

with them. This will be supported by the ecological validity concept, previously 

outlined, and which will play a significant role when it comes to reduce the users’ 

anxiety levels, consequently enhancing their motivation, while being cognitively 

stimulated, and increasing the efficiency of the neurocognitive stimulation’s results.  

Throughout the game, tasks, adapted from the neurocognitive stimulation programs 

traditionally implemented, will be presented to the users along with a calculated 

difficulty level. The purpose of the game’s tasks, is to simulate real life situations where 

users need to evoke their cognitive processes. A dynamic difficulty adjustment (DDA)   

component will also be an essential tool to develop, as it is a powerful expert control 

system, capable of studying and interpreting users’ performances, throughout the game, 

and adapting (controlling) the game and tasks’ difficulty according to the users’ 

cognitive capabilities, directly assisting each one of them. 

3.1   Main Components 

SynapseToLife is organized in four different scenarios, where each will simulate real 

world situations, as the user will need to go through them, while performing the 

intended stimulation tasks. By structuring the game flow in mini games, adapted to real 

life situations or problems, users will hardly percept they are performing stimulation 

tasks and will only worry about having fun by completing these random tasks. 

Another important component to be developed is the DDA system, as it is crucial when 

it comes to adapt the mini games’ difficulty to the user's cognitive ability. Its job 

involves analyzing the player's performance and assure that he or she keeps relaxed and 

in a concentrated state of mind, by constantly presenting challenges and rewarding them 

accordingly (game flow). Shortly, the DDA allows the automatic readjustment of the 

game's difficulty, based on the player's performance results. These results, along with 

all users’ interactions while playing the game, will be recorded in a centralized server. 
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Later on, the expert will analyze these same results, by accessing this server. These 

actions are transformed into useful and careful information and, more specifically, in 

data that the expert needs in order to study the player’s performance, such as the number 

of right answers, the number of attempts, the response times or the cognitive processes 

approached (e.g. memory). 

Lastly, and before the game starts, a diagnostic test will be presented to the user with 

the aim of setting a baseline, enabling posterior comparisons and analyzing the 

evolution of the players’ cognitive status. This way, it is possible to understand if 

neurocognitive stimulation occurred and if the game itself presents all the tools needed 

to perform this stimulation. 

3.2   Game Structure 

Figure 1 presents the relationship between the business concept (cognitive stimulation) 

and the project development. With this scheme, it becomes easier to visualize the 

interaction between the user and the expert. 

 

 

Fig. 1. Architectural Model.             Fig. 2. Game Flow 

 

Players will need to complete the mini games and a diagnostic test, which will be better 

approached further on. The final results are reported to the expert, to perform the 

diagnosis. Both the IT staff and the expert will provide assistance to the players, in case 

they have doubts related to the activities they will need to perform. In figure 2, it is 

possible to understand, more specifically, the game flow, which consists on the game’s 

life cycle.  

3.3   Game Scenarios 

All scenarios, presented in figure 3, will be developed in 3D, by using the Unity3D 

platform. The tridimensional model was chosen due to the ecological validity factor. 

The more detail the game presents, the more the players become concentrated and the 

easier it is for them to understand the logic behind the tasks they perform throughout 

the game, which mainly focus on certain cognitive processes, like memory and 

attention. Each scenario is responsible for asking the completion of tasks related to that 

specific scenario. For example, in the Kitchen scenario, the player only performs 
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kitchen related tasks, such as cooking, promoting stimuli on specific cognitive 

processes. The same applies to the other scenarios and this is the base of ecological 

validity, i.e., answer questions or performing tasks that are inserted in a given context 

and that can actually happen in a real life situation. 

 

  

Fig. 3. Game scenarios.    Fig. 4. Scenario example. 

3.4   Dinamic Dificulty Adjustment component 

It is proven that a person does not behave cognitively in the same way every day. In 

this way it is necessary to identify the person daily cognitive ability and try to make the 

adjustment as fast as possible so that the person does not lose interest in playing. 

As the game progresses, the player will face more or less difficult situations (depending 

on his performance), so eventually the DDA component will find a balance, so that the 

player does not advance too much, to a greater difficulty when compared to the player's 

cognitive abilities, and get the best out of the stimulation performed. 

The dynamic and automatic readjustment component of difficulty is based on the 

analysis of the player last results, so it is possible to assign the best possible difficulty 

to the mini game that the player is performing at a given moment. In order to improve 

accuracy, in assigning the difficulty, the last N results (hits and failures) of each mini 

game are analyzed, and the smaller the number of analyzed results (N), the more weight 

each result will have in the algorithm final decision. 

When invoked, the component is responsible for analyzing these last results and assigns 

a difficulty to the game during runtime. The same procedure applies to the various 

phases of the mini games. Since each mini game has several stages, each stage invokes 

the DDA component and gets the best possible difficulty to the current phase of the 

mini game. 

It is simple to demonstrate the process of changing the difficulty during the game. 

Exemplifying through a minigame, the difficulty increases or decreases depending on 

the last attempts of the player. The component is invoked before each stage of the mini 

game, so the difficulty changes throughout the mini game. 

If the player is able to complete the current task without fail, he will find himself, in the 

next mini game, with a difficulty possible greater than the previous one applied. In this 

way, it is interpreted that the player does not have so many cognitive difficulties and, 

therefore, manages to surpass the more advanced levels of the following mini game. If 

it does not, the difficulty can decreases, establishing a favourable balance between the 

player cognitive abilities and the tasks presented to him. 
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The diagram illustrated in Figure 5, demonstrates the interaction process between the 

game and the DDA component. As described the communication always starts from 

the mini games ending in the DDA component. 

 

 
Fig. 5. Interaction between game and DDA. 

 

The DDA is created only once (Singleton pattern), being passed by parameters, all the 

mini games that the current game contains. All the mini games implement an interface 

called IGame, in this way, the interaction between the DDA component and any of the 

mini games can be performed through the interface, allowing the decoupling between 

the DDA and the Game itself. The classes that represent the mini games implement the 

IGame interface and are responsible for storing the information in the database, 

promoting decoupling between the DDA component and the database. The DDA is 

therefore a component that presents only the coupling with an interface (low coupling) 

and is responsible for determining which next mini game and with what difficulty it 

must execute (high cohesion), and, in this way, can be reused for any game that works 

with mini games, missions or any task that cam implement the IGame interface. 

Another feature that facilitates this reuse of the DDA, is that this component is 

implemented according to a client / server logic, so communication always starts in the 

game (client), simplifying the whole process of interaction, like is shown on Figure 5 

all mini games call the DDA component.~ 

 

The entire process is described by: 

 The game makes a request to the DDA component, asking what is the next 

mini game to execute, and start it. 

 Once the mini game is started, it invokes the DDA component, asking him the 

difficulty with which he must execute, the DDA decision is based on the data 

available through the interface. 

 Finally, the mini game ends, sending its result to the class that represents the 

mini game, that is, the representative class that implements the mentioned 

interface, which is responsible for storing this same result in the internal 

database. 
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4   Expected Outcomes 

After the project development phase, the users and the serious game will be both 

evaluated, in different ways. The game must be able to retrieve, from the users’ 

interaction with the game, information needed for the expert, in order for him to draw 

his conclusions. The serious game will also need to be able to analyze the players’ 

responses throughout the game, since the tasks’ difficulty levels must be adapted 

according to the user needs and since it is essential for us to study these same responses 

and observe their interaction. During this assessment phase, users’ responses will be 

assessed and carefully analyzed, i.e., the extracted and quantified results, from the 

neurocognitive stimulation program performed, will be studied.  

4.1   Output Model 

The players' actions are directly connected to their performance, i.e., there is a set of 

features that help us understand how the user performance during the game or how this 

same user is dealing with it. The variables (e.g. right answers) together, form this output 

model so that the expert can analyze the players’ cognitive ability in the best way 

possible. The output model, in turn, will be allocated in the available server.  

However, the game has an error-free structure, which means that the player will not 

advance to the next phase without understanding what he or she did wrong and without 

knowing how can the current problem must be solved. This way, the neurocognitive 

stimulation has more impact on the player, as the probability of him solving an equal 

problem, in the future, increases. 

4.2   Assessment Plan 

The assessment will be based on a study with a quasi-experimental design, where an 

independent variable (cognitive training) is manipulated, verifying its effect on 

dependent variables (e.g. attention). Taking this into account, and shortly, the 

assessment process consists in the following steps: 

 

 Interview and select the most suitable participants for the experiment, using 

the previously defined restrictions.  

 Compare the pre-assessment results with the post-assessment results, 

analyzing all data obtained from the game and the neurocognitive assessment; 

 Post-Post assess the participants after a few weeks or months, in order to 

confirm if there was retention of the cognitive skills acquired. 

 

After the project development, six weeks will be reserved for this final assessment 

process, conducted by the expert and supported by the IT staff, in order to give a 

scientific answer to the work accomplished. 
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4.3   Main Contributions 

Overall, the outcomes expected are based on the cognitive assessment itself, i.e., the 

game should present better results when compared with classic neurocognitive 

stimulation programs. The project ought to also show improvements on the interaction 

between the user and the computer, as efforts will be made related to this situation. 

Furthermore, it is essential making the system able to be sensitive to the players’ 

interaction with the game’s environment (e.g. verify if the tasks are having the correct 

reactions) and adapt its difficulty accordingly. We also expect to confirm that our 

serious game has ecological validity, since it has a preponderant role in the project’s 

main purpose. 

5   Conclusions 

The serious game proposed in this work aims to overcome the limitations of current 

solutions addressing active ageing. It is based on a set of scenarios simulating familiar 

environments and everyday activities of an individual's daily life. This allows 

stimulating users' cognitive abilities and transferring the stimulation results to the tasks 

normally performed during their quotidian. The user interaction with the game, while 

playing it for stimulation, will be monitored and recorded in a cognitive model to allow 

guiding the effective stimulation towards deficitary cognitive processes. This model 

will also allow the neuropsychological profile monitoring and an effective intervention 

with ecological impact. We expect this serious game to become a robust tool being able 

to study, interpret and stimulate users' neurocognitive processes.  

We aim to provide our future players a welcoming environment, by carefully analyzing 

which content is necessary to insert inside the game, in order to promote ecological 

validity, which is our main focus during the development phase, and by developing a 

tutorial which will help the player to get acquainted to the gameplay. Moreover, the 

DDA component must be able to analyze every situation possible and every user 

interaction throughout the game. It is also necessary to consider the interaction itself. 

Thus, we seek to develop a solid serious game, in a technological and scientific point 

of view, which will promote the development of the knowledge necessary for the 

implementation of this technology in new markets with potential growth, aiming 

several domains, such as health, well-being, ageing and social inclusion. This project 

also seeks to give answers to questions based on the implementation, experimentation 

challenges, quality control in application domains and impact on users' quality life. 

These scientific evidences will allow a safer investment from the digital games' industry 

professionals in developing the "serious" market of games. Another important activity 

intends to disclose the project and its results. 
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Abstract. Taking into account the remaining baffling problem for many online 

pedagogical designers to choose such a Learning Management Systems (LMS) 

as a Student-Centered Learning Environment (SCLE), because of confusing 

large landscape of sophisticated educational tools and strategies offered by 

these systems as well. Hence, in this paper we present a Qualification and Se-

lection study of LMS used as Student-Centered Learning Environments foster-

ing Self-Regulated Learning in case of Project-Based Learning suitable for 

higher educational context. The aim of this study is helping online pedagogical 

designers to qualify, compare and select the convenient LMS used as SCLE ac-

cording to their specific considerations, by adopting a flexible selec-

tion/comparison mode based on the rating and weighting of a set of preliminary 

defined generic and specific criteria. Although, the study does not cover all of 

the most popular LMS but it remains applicable as a general method for quali-

fying and selecting such a Learning Management System. 

Keywords: Qualification and Selection Method, QS Method, Student-Centered 

Learning Environment, Learning Management System, Self-Regulated Learn-

ing, Project-Based Learning, Self-Regulated Project-Based Learning, Higher 

Education. 

1 Introduction 

 Self-Regulated (SRL), Project-Based (PBL) and Inquiry-Based Learning among 

others are innovative pedagogical approaches fostering a multitude of critical strate-

gies for success in the twenty-first century. Students drive their own learning through 

inquiry, as well as work collaboratively to research and create projects that reflect 

their knowledge [1]. Moreover, Student-Centered Learning Environments (SCLE) 

could have potential to serve as fun and inspiring workshop settings, where students 

would engage in exciting Project-Based activities that integrate required curriculum 

material, while also simulating some aspects of real world “epistemic” contexts, chal-
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lenging students to gain a richer understanding of learning material and processes in a 

more situated and relatable way [2]. 

 Nevertheless, the implementation of an effective SCLE is still a baffling problem 

for online pedagogical designers despite the large landscape of sophisticated educa-

tional tools and strategies offered by the most of the Learning Management Systems 

(LMS) [3], [4]. 

 Accordingly, this paper presents an ongoing work of the implementation of a pro-

posed integrated framework for Self-Regulated Project-Based Learning (SRPBL) 

suitable for SCLE in higher education. For this purpose, we propose a Qualifica-

tion/Selection study (QS) of the usage of LMS as SCLE.  

 Hence, in this sense we posed the following main research hypothesis: 

 What are the LMS features suitable for SCLE? 

 What are the required criteria (generic and specific) for QS study? 

 How could we flexibly compare and select a LMS according to environ-

mental, pedagogical and institutional considerations? 

 Finally, for this purpose the paper is structured as following: “material and meth-

ods” section, in which general process, necessary materials and data of the QS study 

are presented. Then, the discussions of obtained results exposed in forms of radar 

diagrams.  

2 Material and Methods 

 This study is inspired from Selection and Qualification of Open Source Software 

(QSOS) method [5]. In this case, our proposed QS method (Qualification/Selection) is 

applied for E-Learning LMS. 

 As a preparatory phase, we pre-select seven LMS for the study (Table 1), based on 

their popularity and compatibility with our required criteria: PBL and higher educa-

tion support (see Webography). 

Table 1. Pre-selected LMS “Learning Management Systems” for QS study. 

LMS Version Licence Website 

 Moodle 3.4+ Free https://moodle.org/ 

 Canvas 9 Free https://www.canvaslms.com/ 

 Sakai 11 Free https://www.sakaiproject.org/ 

 Blackboard 9.1 Paid http://www.blackboard.com/ 

 D2L 10.6+ Paid https://www.d2l.com/ 

 Docebo 7.3 Paid https://www.docebo.com/ 

 e-Front Pro 5 Paid https://www.efrontlearning.com/ 
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2.1 The “Qualification and Selection” Method 

 Generally, the choice to opt for software as a component of its information system, 

whether this System is free or paid, is based on the analysis of needs and constraints 

(technical, functional and strategic) and the adequacy of the software to these needs 

and constraints [6]. In this study, they are represented in two main groups: generic 

and specific criteria (Fig.2). 

 However, since it is envisaged to study the adequacy of different LMS, it is neces-

sary to have a method of qualification and selection adapted to the specificities of this 

type of environments. 

 The general QS process is composed of several interrelated steps. 

 

Fig.1. Processes of Qualification and Selecion (QS) method. 

 The general process presented can be applied with different granularities. This 

makes it possible to adapt to the level of detail desired in the qualification and selec-

tion process as well as to proceed by iterative loops for each of the four steps. 

 Briefly, the QS Method takes place in following four stages: 

 Define LMS generic/specific criteria; 

 Evaluate LMS criteria (rating); 

 Qualify LMS criteria (weighting); 

 Compare and Select a LMS (flexible selection).  
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2.2 Define 

 The objective of this step is to define different elements of typology reused by the 

three next steps in the overall process. First, we listed the different necessary LMS 

criteria for our study, and then we classified them into two main groups: generic and 

specific criteria (Fig.2). 

 

Fig.2. LMS generic and specific criteria. 

 

Generic criteria 

 Generic criteria define the general functional aspect of usage of any E-Learning 

LMS such as “Affordability and Ownership”, “Interoperability”, “Flexibility and 

Customizability”, “Extensibility and Scalability”, “Accessibility and Security” 

(Fig.2). In addition, some criteria are defined by a set of different items and the rating 

of this kind of criteria is the rating average of the included items (Appendices 1; 2).  

Specific criteria  

 These are the criteria defined by the specific pedagogical and technical of our case 

study. Consequently, nine criteria (Fig.2) have been defined, supporting Self-

Regulated Based Learning principles [7], Project-Based Learning, Gamification me-

chanics and Learning Analytics tools among others. 
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2.3 Evaluate 

 The objective of this step is to proceed to the evaluation of the LMS by assigning 

the marks to each criterion previously defined. 

For each criterion of the grid, the rating rule is as follows: 

 0: not covered; 

 1: partially covered; 

 2: completely covered; 

NB. / In case of complex criteria such as “Communication and Collaboration”, “In-

teroperability” which is composed of a set of items; the criterion rating is the average 

value of its rated items. 

 In addition, there an exception for the criterion “Affordability and Ownership” 

rating, it rated only by 1 or 2. Because, the study proceed free LMS and paid LMS 

separately, then it doesn‟t make sense to mention if the LMS is affordable in both 

cases but it reflect only the complexity of affordability. 

2.4 Qualify: 

The objective of this step is to define a set of elements reflecting the needs and 

constraints related to the process of selecting an LMS. This is to be considered in the 

context of the use of the product, so as to obtain a "Select" of the general process. 

Thus, each feature (Criterion) of the functional axis is assigned a requirement level, 

selected from the following: 

 Critical functionality with weighting: 3; 

 Important functionality with weighting: 2; 

 Required functionality with weighting: 1; 

These requirements will be associated with weighting values in step “Select” de-

pending on the chosen selection mode. Figures afterwards (Fig.3 and Fig.4), the rat-

ing and weighting grids of the generic and specific LMS criteria: 

Learning Management Systems – Generic criteria (rating and weighting)  

 

Fig.3. LMS generic criteria - rating and weighting. 
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Learning Management Systems – Specific criteria (rating and weighting)  

 

Fig.4. LMS specific criteria - rating and weighting. 

2.5 Select: 

 The objective of this step is to select the LMS corresponding to the needs of the 

user taking into considerations the defined generic and specific criteria, or more gen-

erally to compare LMS of the same context as this case. 

 Two modes of selection are possible: strict selection and flexible selection. 

Strict selection 

 Strict selection is based on a direct elimination process as soon as a software/LMS 

program does not meet the requirements of the step. This mode is very selective and 

can, depending on the level of requirement of the user, not return any eligible LMS.  

 A global score is then assigned to each LMS that has passed by the weighting, in 

the same way as in the flexible selection. 

Flexible selection 

 This method is less strict than the previous one because instead of eliminating non-

eligible software at the level of the generic or specific functional coverage, it simply 

classifies them while measuring the difference observed with respect to the filters 

defined above. 

 It is based on weighting values whose allocation rules are detailed in the previous 

step (Required, Important, and Critical). 

Comparison 

 The software of the same domain can also be compared with each other according 

to the weighted scores obtained during the previous steps. 
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 Thereafter, results are presented in the form of different radar diagrams,  then we 

adopted a flexible selection and comparison mode which allows to select the conven-

ient LMS according the pedagogical, environmental and institutional considerations 

without eliminating others systems. 

3 Results and discussions 

 The results of this qualification and selection study are often presented by different 

radar diagrams for the purpose of offering a more global and holistic view of all the 

groups of the previously defined, evaluated and weighted criteria. 

 Hence, below, six different radar diagrams are presented: 

 Free LMS generic criteria; 

 Free LMS specific criteria; 

 Free LMS global criteria; 

 Paid LMS generic criteria; 

 Paid LMS specific criteria; 

 Paid LMS global Criteria; 

 In addition, all the criteria rating and weighting are formulated relatively in per-

centage values for the aim to well clarify and help to relatively compare different 

criteria produced in the diagrams. 

3.1 Free Learning Management Systems - Free LMS generic criteria 

 

Fig.5. Radar diagram of free LMS generic criteria. 

The radar diagram (Fig.5) shows a general equality regarding the general criteria 

of free LMS, with a benefit to the Moodle regarding "Affordability and Ownership", 
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since it is completely free and open source and affordable to download directly from 

the official website without prerequisites (registration ...) as the case of Canvas and 

Sakai, but Moodle remains poorly accessible in terms of "Easy to use", "Easy to 

maintain" criteria relative to others. 

In addition, we note that Sakai has the advantage of being more valuated in terms 

of accessibility taking into consideration its "Easy to use" and an active, widespread 

and effective support community. 

3.2 Free LMS specific criteria 

 

Fig.6. Radar diagram of free LMS specific criteria. 

Based on the specific criteria, Moodle remains a reference of Free LMS, thanks to 

a strong community of documentation and development while taking advantage a 

completely free and open source, which allows offering a very rich list of functional-

ities, basic features, plugins to download and a considerable available database of 

courses and case studies. 

Furthermore, we could observe that Canvas LMS is rapidly getting forwards as a 

serious alternative to Moodle seeing it is already covering enough all important spe-

cific criteria such as “Gamification” and “Learning Analytics”. 
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3.3 Free LMS global criteria 

 

Fig.7. Radar diagram of free LMS global criteria. 

Globally, Moodle, Sakai or Canvas remain very close in terms of functionalities 

and the selection differs only for some details, in terms of "Affordability and Owner-

ship", “Accessibility” and “Gamification”. And in this case, the selection depends on 

the considerations defined by the user. 

Accordingly, we could conclude that comparison between there three LMS in 

mainly determined by “Affordability and Ownership” criteria in addition to “Accessi-

bility” and “Gamification” as important criteria. 

3.4 Paid LMS generic criteria 

 

Fig.8. Radar diagram of paid LMS generic criteria. 
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At glance, we could notice that the given four LMS are divided in two groups tak-

ing in account “Affordability and Ownership” as remarkable criterion. 

Regarding the paid LMS in terms of generic criteria, the difference remains in "Af-

fordability and Ownership", and this criterion determines price to buy the license and 

also the procedure to obtain the necessary information to decide, and in this point 

Desire2Learn is the month discreet since it is difficult to know the prices before com-

plicated required procedure. 

We noted also that Docebo represents a serious competitor to Blackboard for its 

accessibility and affordability. 

3.5 Paid LMS specific criteria 

 

Fig.9. Radar diagram of free LMS specific criteria. 

Regarding the specific criteria, Blackboard is considered the dominant, in terms of 

features, documentation. It has a place similar to that of Moodle for free LMS. De-

spite such a costly affordability. 

In the second, we remark e-Front in its Pro version has succeeded to achieve a 

drastic change in functionality, design compared to previous versions. 

For Docebo, weaknesses are that it is more business oriented than Education de-

spite their sophistical features in terms of Project Management and Learning Ana-

lytics. 
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3.6 Paid LMS global criteria 

 

Fig.10. Radar diagram of free LMS global criteria. 

Overall, the comparison between the four paid LMSs showed obvious performance 

and superiority for Blackboard's first and e-Front Pro as a very powerful LMS in 

terms of functionalities and a continuously evolving user community. 

Finally, again despite the remarks quoted before, the choice is very flexible and 

personalized; because we think that the different LMS are more than enough for the 

implementation of the Student-Centered Learning Environment. Only that they have 

specific and tiny considerations to bear in mind. 

4 Conclusions 

The main objective of this study is to offer a handout  for the qualification and 

flexible selection of LMS to different stakeholders contributing on the implementa-

tion of e-Learning case studies fostering Self-Regulated Learning in case of Project-

Based Learning, using recent trends of e-Learning such as, Gamification, Portfolio, 

Learning Analytics… in the higher educational context. 

Therefore, the aim of this paper is not to select the best LMS to use, but simply it 

helps to qualify, compare and flexibly select the convenient Learning Managements 

Systems taking into consideration different pedagogical, Environmental and institu-

tional requirements based on two detailed groups of criteria (Appendices 1 and 2). 

In addition, the study does not cover all of the most popular LMS but remains ap-

plicable as a general method for qualifying and selecting such a Learning Manage-

ment System. 
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Appendix 1. LMS generic criteria - detailed rating and weighting.
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Appendix 2. LMS specific criteria - detailed rating and weighting. 
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Abstract. Categorizing news articles according to their contents allows
to decrease the information entropy in a world where the rate of publica-
tion of digital text documents is increasing fast. In this article we describe
ongoing work which aims to evaluate the feasibility of implementing a
classifier which is lightweight enough to be used in real time on the client
side of a web application. More specifically, we gathered a corpus of
Portuguese news and used it to train and evaluate several classification
algorithms. We analyze the results obtained in terms of the classifiers
error rate, training time and memory footprint.

Keywords: topic categorization, machine learning, text mining

1 Introduction

Online news articles first appeared as reprints from traditional newspapers;
nowadays, however, they represent now the primary source of news for some
segments of the population, both in developed and developing countries (whether
consumed directly in the newspaper website, or indirectly e.g. through a social
media application or a feed catcher) [2,6,8].

Unofficially known as the fourth branch of government, the press plays a vital
role within our society, keeping us informed about the current state of affairs (at
a local and global scale) and acting as a watchdog for the other three branches
(legislative, executive and judicial). The (lack of) freedom of press and access to
the news in a given country is even often considered an indicator of a lack of
democracy [7, 10].

As such, improving the ways citizens can access the information (view it, query
it and search for it) contained in news articles has the potential to contribute for
a more informed and, ultimately, better, society [3].

On the other hand, the last decades have witnessed a fast increase on the
rate of publication of digital text documents. Traditional document types, such
as news articles, scientific papers or books are now published online along with
new formats, such as blog posts or tweets, each having thousands or millions of
new documents published each day [1,9].
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Publication is not the only step which has moved to the digital world; in fact,
most often nowadays the whole document lifecycle happens digitally, with virtual
tools available for researching, writing, styling, publishing and sharing [17].

Having the entire workflow happening within the digital world presents
some opportunities when compared to the traditional process [12]. In particular,
due to the current processing power commonly available, tasks related to the
manipulation of the information contained within these documents (searching,
compiling, annotating, sharing, . . . ) can now be performed automatically and
targeting a large amount of articles.

In addition to the document content (for example, in a news article, the title,
lead and body), its metadata is also important: author(s), date of publication,
source, topic, mentioned entities and their relations, etc [18, 19]. Some of this
metadata might be filled in and stored along with the document (e.g. author and
date of publication); other is usually extracted from the document content (e.g.
mentioned entities) [16].

An example of a feature which improves information access is the categoriza-
tion of news articles by the topic (or topics) of its content [11]. The presence of
such a categorization may influence the way the information is stored, organized,
displayed and queried [15].

Fig. 1. Category classification and suggestion on the client side
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The simplest way of achieving this categorization is to have the author of the
article manually introducing it (e.g. the journalist typing it on the news article
authoring framework); however, this solution presents some challenges:

– It increases the amount of work the author has to do.
– The author might not be sure which categories are available.
– The author might not be sure which category is the best (e.g. Economics vs

Finance).
– It does not scale – e.g. if the goal is to categorize an existing (large) corpus.

Thus, an automated way of categorizing news articles could solve some of
these problems and decrease the burden of this task. Additionally, a lightweight
version of such a classifier could be implemented on the client side code of a web
application, for example, allowing the categorization to happen in real time (i.e.
as the author types in the article text). Figure 1 presents a suggestion of how
this feature could look like if implemented on a web application.

The challenges of document classification have been well studied within the
machine learning research field of study [4, 13, 14]. Given a corpus of already
classified documents, several algorithms might be applied to train a classifier
capable of determining the category of additional articles.

In this article, we describe the preliminary results obtained in developing
a classifier to categorize news articles using a previously manually categorized
corpus. Additionally, we evaluate the possibility of implementing such a classifier
as lightweight as possible to allow it to run on the client side of a web application.

2 Methods

In order to train and evaluate classification algorithms, we first needed to choose
and obtain a suitable dataset. Preferably, this dataset should contain documents
which were previously categorized, allowing us to skip the time and effort-
consuming task of manually categorizing the articles ourselves. Once this dataset
was chosen and obtained, we would then clean and prepare it to be used to train
the classifiers.

2.1 The dataset

We gathered a dataset of news articles published in Observador1, one of the
main Portuguese newspapers, which stands out from the others for being fairly
young (it was created in May 2014) and for existing exclusively online. The initial
dataset comprised 42.475 entries, the most recent ones dated from November
2016, from which we used only a subset, for reasons later described.

We gathered all the categories used by Observador, and ordered them from
the most common to the least common. We selected the ones which had more
than 1000 articles in our dataset, and reduced our original dataset to include

1 http://observador.pt
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articles from these categories only. Figure 2 presents an overview of the selected
categories and the number of articles available for each one.

Fig. 2. Total number of articles retrieved for each category

We them randomly selected, from each category, 700 articles to be used to
train the classifiers, and 200 to be used to evaluate their performance.

For each article, we had available its contents (title, lead, body) and sev-
eral metadata fields (publication date, category, tags, etc). A truncated JSON
representation of an article can be found in Listing 1.

2.2 Preprocessing the articles

Originally, the dataset was obtained as a large MongoDB collection (more than
2.5 million entries), containing articles from several Portuguese and international
newspapers. The process needed to transform this collection into data our classi-
fiers could process required querying the database, exporting the news articles
and splitting them into a train and an evaluation datasets.

The database query selected articles from Observador where the body had a
length greater than 100 characters (to discard some malformed articles which
had an empty body or a body composed of only a few words), and the categories
included at least one of the most common categories.

For each article returned by the query, the pretitle, title, subtitle and lead
fields, if present, were simply copied to a plain text file, separated by blank lines.
The body field, however, was stored in the database in HTML format. As such,
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{
Type: "sapo . obj . creativework . article " ,
Source : {

Name : "Observador"
},
Pretitle : "Benfica" ,
Title : "Ruben Amorim com rotura total do ligamento cruzado" ,
Author: {

Name: "Observador"
},
Tags: [

"benfica " ,
"desporto" ,
"futebol " ,
"ruben amorim"

] ,
PublishDate : ISODate("2014-08-25T18:33:00Z") ,
Lead: "Depois de Fejsa , mais uma baixa . O internacional português [ . . . ] " ,
Body: "<p>O pior cenário confirmou- se . O Benfica informou esta segunda- feira [ . . . ] " ,
URL: "http://observador .pt/2014/08/25/ruben-amorim-com-rotura - total - ligamento -cruzado/" ,
CategoryPaths : ["Desporto"] ,
Domain: "observador .pt" ,
Language: "pt_PT" ,
. . .

}
List. 1. Example of JSON representation of an article
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the HTML tags had to be stripped, and then it was also added to the plain text
file.

The files were stored in folders, separated by category. For each category, 700
articles were allocated to the train set, and 200 to the evaluation set. These
preprocessing tasks were accomplished using Bash and Node.js scripts.

Both datasets were loaded into R using the tm2 package. Each was then
passed to a function responsible for preprocessing the text of the articles:

– The text was converted to lowercase characters.
– The Portuguese stopwords were removed.
– Diacritics were converted to their normalized form (e.g. à → a ).
– Punctuation signs were removed.
– Numbers were removed.
– Word were stemmed (e.g. conseguiram → consegu ).
– White space was removed and the text was tokenized.

A document-term matrix was calculated using the DocumentTermMatrix
method from the tm package. For each of the 5600 documents present in the
train set the matrix included all the terms which met the following requirements:

– The term length was between 3 and 30 characters (to discard things like
URLs or badly tokenized sentences).

– The term appeared in the document at least twice.
– The term appeared at least in 10 documents.

The algorithm used to weigh the terms in the matrix was tf-idf [5]. The obtained
matrix presented a sparsity of 99% and contained 3234 distinct terms.

The final step was to remove the sparse terms from the matrix. This allows
to discard terms which might be too specific of the train set and which might
negatively influence the performance of the classifiers by overfitting them to the
train set. Additionally, a smaller list of terms reduces the execution time of both
training and applying the classifier, and the memory footprint of the classifier.
However, while discarding sparse terms we might end up removing relevant terms
and increase our classifiers error rate.

We used the removeSparseTerms function from the tm package, and produced
three distinct lists of terms:

– 𝐿𝑇90 contained terms with 90% or less sparsity.
– 𝐿𝑇95 contained terms whose sparsity was under 95%.
– 𝐿𝑇99 contained the terms with a sparsity level below 99%.

2.3 Classification

To create the classifiers, we used 5 well known algorithms: decision tree (DT),
k-nearest neighbors (KNN), naive Bayes (NB), neural network (NN) and support
vector machine – with radial kernel (SVMRK) and linear kernel (SVMLK).
2 https://cran.r-project.org/web/packages/tm/
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We trained each of the classifiers three different times, one for each list of
terms (𝐿𝑇99, 𝐿𝑇95 and 𝐿𝑇90). Then we evaluated each trained classifier using
the test dataset.

The test dataset contained 1600 documents (200 belonging to each category)
and was preprocessed in a way similar to the train set (described in the previous
section, 2.2). In each iteration, however, the final list of terms in each test
document was restricted to terms present in the corresponding list of terms
(𝐿𝑇99, 𝐿𝑇95 and 𝐿𝑇90).

3 Results

A number of measurements and metrics were calculated regarding the lists of
terms, the classifiers training process and their results in the evaluation process.

Table 1 presents the size of each list of terms after removing the terms whose
sparsity was above the corresponding threshold.

Table 1. Lists size

Sparsity
threshold (%)

Number of
terms left

𝐿𝑇90 90 45
𝐿𝑇95 95 139
𝐿𝑇99 99 912

Table 2 presents the execution time for training the algorithm with the lowest
error rate for each list of terms.

Table 2. Execution times for training

Algorithm Training
time

𝐿𝑇90 DT 12s
𝐿𝑇95 KNN 3m
𝐿𝑇99 KNN 57m

Table 3 presents the error rates obtained for each list of terms using each
of the classifiers, with the value of the best classifier for each list highlighted in
bold.
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Table 3. Error rates

DT KNN NB NN SVMRK SVMLK
𝐿𝑇90 0.60 0.71 0.85 0.61 0.88 0.88
𝐿𝑇95 0.70 0.56 0.83 0.58 0.87 0.87
𝐿𝑇99 0.70 0.35 0.87 0.76 0.87 0.87

Table 4 presents the confusion matrix generated using the k-nearest neighbors
classifier with the 𝐿𝑇99 list of therms, with the number of correct classifications
for each category highlighted in bold.

Table 4. Categories confusion matrix (𝐿𝑇99 with KNN)

sci
en
ce

cu
ltu
re

sp
ort
s

eco
no
mi
cs

int
ern
ati
on
al

mu
sic

na
tio
na
l

po
liti
cs

science 127 19 1 6 12 24 11 0
culture 5 102 2 2 3 79 6 1
sports 1 3 168 7 3 14 4 0
economics 5 3 0 146 5 17 14 10
international 12 12 7 17 90 35 16 11
music 0 2 0 0 2 184 1 0
national 9 9 9 19 15 31 88 21
politics 1 3 0 30 8 17 14 127

4 Discussion

The analysis of the results obtained should take into account other metrics besides
the error rates obtained for each classifier.

The size of the list of terms, for example, gives us an idea of the memory
footprint of a classifier, a parameter which is of the utmost importance if the goal
is to implement a classifier as lightweight as possible. The training time is also
relevant, as shorter training times give the possibility of retraining the classifiers
more often, allowing them to be updated as the corpus of articles grows in size.

Looking at the actual results obtained and represented in Tables 1 and 2 we
can see that 𝐿𝑇90 has simultaneously the smallest list of terms (45) and the
shortest training time (12 seconds using the DT algorithm). However, 𝐿𝑇90 also
presents the worst error rates, even when looking at the algorithm which achieved
its best results (0.60 using a DT classifier).

On the opposite side, 𝐿𝑇99 presented the lowest error rates (0.35 using a
k-nearest neighbors classifier), but it took almost one hour to train and used a
list comprising 912 terms.
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The results obtained confirm that there is a tradeoff between the size of the
list of terms and the training time, on the one hand, and the classifier error rate,
on the other. However, a list of 912 terms seems to be an acceptable memory
footprint for a client side classifier; additionally, the higher training time would
not present much problems in this scenario, as the classifier would be trained
beforehand and thus not be visible on the client side.

Given the reasonable values for the training time and the size of the list of
terms, and looking to the error rate obtained in each of tests performed, we can
conclude that the best option was to use the largest list of terms (𝐿𝑇99) and the
KNN classifier.

It is worth noting that the categories of an article are not mutually exclusive.
In fact, an article can be classified as belonging to more than one category. This
might explain the greater error rates obtained in the categories national and
international: one might argue that these categories correspond less to the topic
covered by the article and are more related to the location of the news content.

5 Contributions and Future work

For copyright reasons, the corpus used to train and evaluate the classifiers
described in this article cannot be shared. All the code used to process the
documents, to implement the classifiers and evaluate them can be found at
http://github.com/andrefs/mapi-msr-categorization.

The tasks and results previously described already provide useful insights
into this matter. However, the lowest error rate obtained (0.35) might still be
improved upon, either by leveraging new algorithms, fine tuning the ones already
tested, or by increasing the train corpus.

We have established that it is in fact possible to develop a news article
classifier which is lightweight enough to be used (in real time) on the client side
of a web application. The following step will be the actual implementation of the
classifier, probably in the form of a JavaScript library.
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Participants and Location in Criminal News
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Abstract. Information Extraction (IE) systems are designed to extract
specific type of information from a given document. The sub-task that
aims to recognize entities from the text, unit elements such as name of
person, locations and organizations, is called Named Entity Recognition
(NER). In this paper we investigate a supervised learning approach to
recognize Locations and Participants in criminal news articles written
in English, to address a common bottleneck on the NER the need of
gazetteers to categorize an entity. We also study what are the relevant
features to recognize Locations and Participants.

Keywords: Information Extraction, Named Entity Recognition, Text
Mining, Supervised Learning

1 Introduction

Hundred of news articles are published, everyday, on several media sources. Being
aware about all the events is a challenging task. For instance, if we would like to
answer to questions like: How many people died on the shootings in Philippi on
30th September, 2017? How many people died last year on Birmingham? How
many people were killed by John List? - an extensive research would be required.
In general, the answers are found in one or a set of news articles. However, we
can simplify the research by recognizing and extracting information from the
news article and create a structured representation for all the extracted elements
associated to it.

Named Entity Recognition (NER) is a task that aims to recognize entities
on a given document. An important conference on the area, namely Message
Understanding Conference (MUC) was launched by Defense Advanced Research
Projects Agency (DARPA). It defines the entities as belonging to three cate-
gories1: Enamex - it includes names, such as Locations, Persons, Organization,
and others; Timex - it includes Date and Time expressions; Numex it includes
numerical elements, as, Numbers and Percentages. The documents used to rec-
ognize or extract information can also be categorized as mentioned on the NER

1 (AFNER - Named Entity Recognition) - http://afner.sourceforge.net/what.html vis-
ited on 2017, November
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Survey presented in [1]. There are two different elements that can be used to cat-
egorize a document: textual gender (i.e. journalistic, informal, scientific); and,
domain (i.e. gardening, sports, business). The textual gender and the domain
can have a significant impact on the NER tasks.

In this paper, we investigate a supervised learning approach to deal with the
recognition of two different entities, Locations (i.e. Philippi, Birmingham) and
Participants (i.e. John List). The documents used are classified as journalistic
in a criminal domain.

By the mean of this work, we aim to participate in a SemEval-2018 com-
petition Task 52: ”Counting Events and Participants in the Long Tail sent”.
The work pursued in this paper solves a part of the problem addressed on the
aforementioned competition.

The remainder of the paper is organized as follows: Section 2 describes the
related works on the NER, Section 3 describes the proposed approach, Section
4 presents the Data Resources, Section 5 describes the experiments, Section 6
presents the results obtained and Section 7 presents the conclusion.

2 Related Work

To deal with the NER problems, different approaches are developed. Early sys-
tems deal with this issue by making use of handcrafted rule-based algorithms.
Moreover, today systems choose to handle with such problem using machine
learning techniques (supervised learning (SL) and unsupervised learning). How-
ever, the major drawback of SL approach is its requirement of a large annotated
corpus. For the case of unavailability of training examples, handcrafted rules
remain the practical technique.

2.1 Handcrafted Rule-based Systems

The aim of NER task is to recognize an entity from a document. This task could
be done using handcrafted rule-based systems. Normally, the handcrafted rule-
based systems are composed by two components: (1) rule-based algorithms that
aim to extract entities observed under some conditions; and (2) pre compiled list
of entities, that can be used to verify if the extracted word belongs to a given
category, this list could also be incremented with the entities extracted on (1).
A well known system on this area was developed by Hearst [2] and is based on
hyponymic and hyperonymic relations. When facing with NER tasks limitations,
such as the absence of corpus, the rule-based systems continues to be used [3].

2.2 Supervised Learning Systems

Supervised learning techniques aim to infer a function from labeled training
data in order to learn some patterns in which an entity appears. This technique

2 (SemEval-2018 - Task 5) - https://competitions.codalab.org/competitions/17285
visited on 2017, November
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requires a large corpus and also a definition of features. Several studies were
pursued using this approach [4].

2.3 Semi-supervised and Unsupervised Learning Systems

In order to use machine learning approaches to avoid the large corpus require-
ment, semi-supervised learning and unsupervised learning approaches are ap-
plied to recognize entities. These approaches are a promise of fast deployment
for many types of entities without the prerequisite of an annotated corpus. The
most common method used on the unsupervised approach is the clustering. Some
works were already pursued using this approach to solve the NER task, such as
[5] and [6]. An interesting work done in this field, suggests one approach to solve
a NER task and overcome the two major limitation on the area, existence of a
gazetteers and an annotated corpus [6].

3 Supervised Learning System Approach

3.1 Natural Language Processing Tasks

Usually Natural Language Processing (NLP) tasks need to be done before the
NER task. We started to remove journalistic patterns and expressions from a
given news article. These patterns and expressions could be relevant for the
reader but not for the entity recognition task. Table 1 shows three examples of
journalistic patterns and two examples of journalistic expressions. In order to
normalize the text, we create regular expressions to detect and remove these
kind of occurrences on the given document.

Aditional NLP tasks were done on the text. For each token in a sentence
was added supplementary information, such as its part of speech and stop words
recognition and association.

Table 1. Journalistic Patterns and Expressions Examples

Type Example

Pattern Copyright 2017 by WJXT News4Jax - All rights reserved.

Pattern Keep checking NBC4i.com for real-time updates on this story.

Pattern To get alerts for breaking news, grab the free NBC4 News App for iPhone or Android.

Expression contact kimber laux at klaux@reviewjournal.com or 702 - 383 - 0283.

Expression Contact Jessica Terrones at jterrones@reviewjournal.com or at 702-383-0381.

3.2 Features

To work with machine learning techniques we need to categorize our data. In
this work we have a set of news from where we want to extract information.
It is common to label each word with a set of features. These features will be
essential, for the SL approach, to recognize an entity in a given document.

The following features are selected as:
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CAP Capitalized: indicates if a word has no characters capitalized, if it has the
first or if it has all characters capitalized;

PT POSTagger3 Association: identify parts of speech to each word, such as
noun, verb, adjective, etc.

SWI Stop Words Identification: indicates if a word is or not a stop-word;
SWA Stop Words Association associate a corresponding stop-word;
NPA Paragraph: paragraph number where the word appears.

Table 2 presents an example how the features can be associated to a given
word. For the sentence ” ... shooting at a west Phoenix apartment that left one
man dead... ”, the word ”Phoenix” is capitalized (1), corresponds to a noun
(NNP), is not a stop-word (0).

Table 2. Categorizing each word on a sentence

shooting at a west Phoenix apartment that left one man dead

CAP 0 0 0 0 1 0 0 0 0 0 0

PT D NN IN DT NNP NN WDT VBD CD NN NN

SWI 0 1 1 0 0 0 1 0 0 0 0

SWA at a that

We believe that a simple association as demonstrated on Table 2 is not enough
to categorize a word for a Named Entity Recognition task. For this latter reason,
we also consider extra scenarios where the contextualization of the word in the
text is taken into account. For these scenarios, we have the current word (C),
previous word (P) and the next word (N). Our approach to represent the features,
used in each scenario, is to indicate the word position following the feature
abbreviation, such as C CAP, which indicates if a current word is or is not
capitalized.

S1 C CAP, C SWI, C PT, P CAP, P SWI, P PT, P SWA, N CAP, N SWI, N
PT, N SWA, C NPA;

S2 C CAP, C SWI, C PT, P CAP, P SWI, P PT, P SWA, N CAP, N SWI, N
PT;

S3 C CAP, C SWI, C PT, P CAP, P SWI, P PT, P SWA;
S4 C CAP, C SWI, C PT, N CAP, N SWI, N PT, N SWA;

3.3 Data Cleaning and Transformation

Data quality is the main issue of quality information management. To guarantee
the data quality, two processes were done: data cleaning and data transformation.
Tables 4 and 5 present the data transformation for post tagger labels and stop
words. When the word is not a stop word a value will miss on the SWA, so
we replace an empty value by the character X and we will encode this value as
demonstrated in Table 5.
3 (POSTagger - All Tags) - http://www.nltk.org/book/ch05.html visited on 2017,

November
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Table 3. Data Cleaning and Transformation

Table 4. POSTtagger

PostTagger Representation

DT 0

NN 1

NNP 2

VBD 3

... ...

Table 5. Stop Words

Stop Word Representation

X 0

a 1

that 2

and 3

... ...

3.4 Classification Algorithms

Supervised learning aims to create a model that predicts the value of a target
variable based on several input variables. In order to create a model, it was
necessary to find a most appropriated algorithm, the classification algorithms
choose to classify Locations and Participants as the following:

– Support Vector Classifier (SVC)
– Decision Tree Classifier (Tree)
– Random Forest Classifier (Random)
– Extra Trees Classifier (Extra)

These algorithms are provided by scikit-learn4 and different configurations
are taken in account as demonstrated on Table 6.

– Kernel: Specifies the kernel type to be used in the algorithm
– Criterion: The function to measure the quality of a split. Supported criteria

are gini for the Gini impurity and entropy for the information gain.
– Splitter: The strategy used to choose the split at each node. Supported strate-

gies are best to choose the best split and random to choose the best random
split.

– Min samples split: The minimum number of samples required to split an
internal node.

– Max features:The number of features to consider when looking for the best
split

– N estimators: The number of trees in the forest.

4 Data Resources

SemEval competition provides data for the propose of this paper. The data
available by this competition is a set of criminal English written news articles.
To extract locations and participants from criminal news, additional annotations
were done. Were annotated a set of 9288 individual words in three categories:
Locations, Participants and Others.

4 (scikit-learn library in Python - Machine Learning in Python) - http://scikit-
learn.org/stable/ visited on 2017, November
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Table 6. Classification Algorithm Configurations

Alg/ID Configuration

SVC 1 Default scikit learn configuration

SVC 2 kernel=”linear”

SVC 3 kernel=”sigmoid”

Tree 1 Default scikit-learn configuration

Tree 2 criterion=”gini”, splitter=”best”, min samples split=2

Tree 3 criterion=”entropy”, splitter=”best”, min samples split=2

Tree 4 criterion=”entropy”, splitter=”random”, min samples split=2

Tree 5 criterion=”gini”, splitter=”random”, min samples split=2

Tree 6 criterion=”gini”, splitter=”best”, min samples split=4

Tree 7 criterion=”entropy”, splitter=”best”, min samples split=4

Random 1 criterion=”gini”, n estimators=10

Random 2 criterion=”gini” n estimators=5

Random 3 criterion=”gini”,n estimators=20

Random 4 criterion=”entropy”, n estimators=10

Random 5 criterion=”entropy”,n estimators=5

Random 6 criterion=”entropy”,n estimators=20

Extra 1 criterion=”gini”, max features=”auto”

Extra 2 criterion=”entropy”, max features=”auto”

Extra 3 criterion=”gini”, max features=”sqrt”

Extra 4 criterion=”entropy”,max features=”sqrt”

Extra 5 criterion=”gini”, max features=”log2”

Extra 6 criterion=”entropy” max features=”log2”

Extra 7 criterion=”gini” max features=None

Extra 8 criterion=”entropy”, max features=None

5 Experiments

5.1 Evaluation Metrics

In order to evaluate the proposed system three metrics were taken into account:
Recall, precision and F-measure (F1). These metrics are generally selected ways
of measuring system performance in this field.

Recall is the percentage of named entities present in the corpus and are found
by the system.

Precision is the percentage of named entities found by the learning system and
are correct.

F1 is the average of the precision and recall.

A named entity is correct only if the label assigned by the learning system is
exactly the same that is present in the data file.

5.2 Experiments

A supervised learning system is needed to generate a model. The features selected
in our experiments are grouped in scenarios (S1, S2, S3 and S4), as described on
subsection 3.2. On these scenarios, distinct context elements are considered.
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The classification algorithms used on our tests are all presented on subsec-
tion 3.4.

Our experiments are done based on the cross validation. We used the anno-
tated data mentioned on subsection 4 partitioned on 4. The partitions represents
a holdout of 75% of training data and 15% of testing data.

6 Results and Analysis

In order to be easy to retrieve a news article that answers a question, this work
aims to create a simple news representation which consist on determining, where
the news article will have attached all the locations and participants mentioned
on it. For such, context, it is more important to capture all the information
related with the news article instead of losing this information to boost the
precision. For this latter reason, the most efficient evaluation metric is the recall.
However, as we have three evaluation metrics we decided to use them all for an
optimal decision.

As our evaluation was made with a consideration of the result of four par-
titions. The results presented are the mean and the standard deviation of the
metrics results. The graph is read as follows: the best result should have a higher
mean and a low standard deviation. When the standard deviation is low, it in-
dicates a stable result.

The results obtained after classification of participants are presented on: Fig 1
precision mean, Fig 2 standard deviation precision, Fig 3 recall mean, Fig 4 recall
standard deviation, Fig 5 F1 mean, Fig 6 F1 standard deviation. Location results
are represented on: Fig 7 precision mean, Fig 8 precision standard deviation,
Fig 9 recall mean, Fig 10 recall standard deviation, Fig 11 F1 mean, Fig 12 F1
standard deviation.

Based on the tested scenarios, the scenario S2 has the best performance in the
classification of both Locations and Participants. This latter scenario has got the
best precision combination (high precision mean and low standard deviation),
did not reach an high mean of recall but a low standard deviation indicates a
constant result on this evaluation metric. As for the F1 result, it also shows a
best combination in extracting participants. However, the results of Locations
extraction achieved by F1 metric are not encouraging.

We have analyzed a set of algorithms with a set of distinct configurations.
The distinct configuration of Random Classifier and the Extra Tree Classifiers
obtained exactly the same results. As a result, the distinct configurations have
not affected the performance of these algorithms. The Decision Tree Classifier
configurations show low variability with respect to the overall performance. A
large overall performance was achieved by the SVC configurations, the second
configuration for Decision Tree algorithm has the worst performance evaluation
and the third configuration did not detect any positive case (for this reason is
not on the graphs).

The analysis done to recognize locations are applied to recognize participants.
For both the recognitions, the context is essential.
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7 Conclusion and Feature Work

In the present paper, we have investigated an approach to recognize Locations
and Participants in the context of criminal news articles by the support of a
supervised learning system. We have also studied a set of features and their
impact on the NER task. As a conclusion, the context of the word on the sentence
has demonstrated a large impact in the recognition process. As future work, we
will include another techniques for the recognition process taking into account
the results achieved in the present work.
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Abstract. This paper evaluates how some of the literature based clas-
sification techniques applied to sentiment analysis over Twitter data be-
have in regression tasks. Our approach studied how the combination
of bag-of-word models, in conjunction with part-of-speech tag and word
polarity features, performed using random forest and support vector ma-
chine algorithms. We evaluated how these techniques improve the pre-
diction of the arousal score for four sentiment classes: anger, fear, joy and
sadness. The part-of-speech features presented the best results for most
of the sentiment classes, although in some cases the polarity features
presented similar results.

Keywords: data science, sentiment analysis, natural language process-
ing

1 Introduction

Microblogs and social networks generate an enormous quantity of data. Extract-
ing and understanding valuable information from the data has been a challenge
for researchers since the rise of these platforms. Extracting and performing senti-
ment analysis on text has always, also, been a challenge. Microblogging increased
the challenge through the specifities that each platform imposes to their users.

This paper focus on performing sentiment analysis over Twitter data. The
users interact with the platform through texts and media, although we will only
focus on the textual part. Users interaction with the platform has some speci-
fities. The messages inserted in the platform are called tweets and most of the
time include textual features such as emoticons, hashtags, links, slang and ab-
breviations.

Sentiment analysis over Twitter data can help brands to understand their
consumers, celebrities to understand their followers, politicians to understand
their impact, etc. Most of the past analysis over this kind of data focused on
understanding the binary (positive and negative) or 3-way polarity (positive,
negative and neutral) of the messages. The past approaches addressed the prob-
lem as a classification task.
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In this paper, our goal is to study how the approaches applied in classifica-
tion tasks perform when applied in conjunction with regression techniques. In
order to do this, we will use a dataset that is divided in four different sentiment
classes: anger, fear, joy and sadness. For each class, we will try to predict the
arousal score that displays the strength for each class. Each of the classes will
be addressed separately. This work will be based on an existing dataset that
contains an approximately total of 7000 messages annotated with the arousal
score.

The result of this work will be submitted to the SemEval-2018 competition
Task 1: ”Affect in tweets”1. The work presented in this paper reveals some
preliminary results that provide valuable insight that will be used during the
participation in the competition.

The remainder of this paper is organized as follows. Section 2, contextual-
izes about the work made on the area of sentiment analysis over Twitter data.
Section 3, describes the dataset organization and displays an analysis over the
data. Section 4, describes the techniques applied during the preprocessing phase.
Section 5, presents the techniques that were used to address the problem and
how the impact will be measured. In Section 6 we present the results of our
work. Finally, section 7 presents the conclusion and future work.

2 Related work

With the increase of the Web 2.0, blogs, microblogs and social networks started
to be a popular field for Sentiment Analysis. Microblogs and social networks
like Twitter became the place where people discuss and make opinions about
everything, including brands, products or celebrities. These platforms generate
an enormous quantity of data which contain relevant value, for example, brands
are able to determine their users sentiments based on product reviews[4, 3].

Naturally, researchers started applying their effort on performing natural lan-
guage processing techniques on these platform’s data. Researching on Twitter
data presented researchers with challenges mainly because of the specificity of
the data generated by the platform. Tweets are short text messages, with a max-
imum of 140 characters long and are characterized by casual, compact and slang
language. In order to fill a message in a Twitter post users resort on abbrevia-
tions, acronyms and emoticons. Also, these messages also contain hashtags, links
to other websites or user references.

Research on sentiment analysis can be categorized in two main techniques.
The first is an unsupervised technique and applies a sentiment lexicon with bi-
nary fashion terms, positive or negative, to evaluate the text[11]. The second
is a supervised technique that uses textual feature representations coupled with

1 http://alt.qcri.org/semeval2018/index.php?id=tasks
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machine learning algorithms in order to extract the relationship between the
opinion and text features [8, 7].

Regarding the sentiment analysis of Twitter data, most of the research de-
rives from the literature[7]. Twitter provides an API2 that helps collecting data
from the platform. Some researchers collect and classify their own data[6, 9, 3],
others use well-know datasets[5].

Pak and Paroubek[6], presented a method for automatically collect a corpus
that is suitable to train a sentiment classifier. Their Naive-Bayes classifier resorts
on n-gram and POS3 tags, generated by TreeTagger4, as features to determine
positive, negative or neutral sentiments. Barbosa and Feng [2], presented a ro-
bust 2-step sentiment detection framework that focus on subjectivity detection
and polarity detection. This framework abstracts the representation of sentences
as features in order to categorize each sentence in positive, negative or neutral.
Kouloumpis, Wilson and Moore[5], investigate the impact of linguistic features
on sentiment analysis of twitter data. Their work evaluated the usefulness of
existing lexical resources as well as features that capture information about the
informal language specifities used in Twitter. Their models are trained with fea-
tures from the HASH and EMOT datasets. The HASH dataset is a subset of
Edinburgh dataset that helps determining the messages polarity based on the
hashtags contained on the message. The EMOT dataset follows the same logic
but resorts on emoticon to determine the message polarity. Their work eval-
uates the accuracy of using the combination of n-grams, lexical features and
POS features both in HASH and HASH plus EMOT datasets. Although the
authors determine that further analysis is necessary, their analysis reflects that
POS features may not be useful comparing with the use of sentiment lexicon
in conjunction with the microblogging features. Agarwal and Xie [1] work also
focus on the use of POS polarity tags as features. Their results present a 4%
gain in two similar classification tasks: binary (positive vs negative) and 3-way
(positive, negative and neutral). The author’s present tree kernel and feature
based models that outperform the unigram baseline. Saif, He and Alani[9], focus
on defining two sets of features that help to alleviate the data sparsity prob-
lem in Twitter sentiment classification, semantics features and sentiment-topic
features. The author’s works compare the use of semantic features vs semantic-
topic features. Both methods outperformed the Naive Bayes based on unigram
features only baseline, while using semantic-topic features returns better results
than using semantic features with less features. Spencer and Uchyigit[10] work
focus on Sentimentor platform that uses a Naive Bayes classifier to live classify
Twitter data. Their work is aligned with Pak[6].

2 Application Programming Interface
3 Part-of-speach
4 http://www.cis.uni-muenchen.de/ schmid/tools/TreeTagger
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As seen above most of the research work on sentiment analysis focus on bi-
nary or 3-way classification tasks. This paper will explore how some regression
techniques perform for 4 specific sentiment types: anger, fear, joy and sadness.

3 Data description and analysis

Twitter is a social platform that restricts the users messages to 140 characters
long. Due to nature of the platform (quick and short), users make some adjust-
ments to their messages. They rely on the use of abbreviations, acronyms, hash-
tags and emoticons. The platform includes some specifities that will be described
below. Emoticons represent facial expressions in a cartoonish way. Hashtags are
used to mark topics and to increase the visibility of a tweet. Target(@) is used
to refer and alert other users.

In this study we used a dataset from the SemEval5 competition. The dataset
contains 7102 tweets divided in four categories: anger, fear, joy and sadness.
Table 1 presents examples for each of the categories. Each of the datasets row
contain an id, the message, the type and the arousal score. The arousal score,
that ranges between 0 and 1, represents the strength of the message for the sen-
timent type.

Figures 1 to 4 display the score distribution for each of the sentiment types.
As seen in the figures none of the sentiments is biased to a weak or strong score.
The segment 0.3 to 0.7 prevails for the four types.

Table 1. Examples of tweets

id message type score

10023 Tasers immobilize, if you taser someone why the fuck do
you need to shoot them one second later?! This is really
sick! #rage #wtf,#murder

anger 0.812

40000 Depression sucks! #depression sadness 0.958

20251 @AmyMek this is so absurd I could laugh right now (if I
also didn’t feel like crying for the future of our country).
#despair #wakeupcall

fear 0.655

30780 People always tell me that they don’t expect me to have
anxiety because,I’m generally cheerful and don’t act the
way they expect me,to.

joy 0.160

5 https://competitions.codalab.org/competitions/17751
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Fig. 1. Anger score distribution Fig. 2. Fear score distribution

Fig. 3. Joy score distribution Fig. 4. Sadness score distribution

4 Pre-processing

The pre-processing phase encompasses 3 main steps. First, we will search and
remove the most common words in English language that appear in each mes-
sage. For the task, we will use the NLTK6 Corpus Stopwords. Second, we will
”translate” each of emoticons to their standard code based on the list provided
by the unicode consortium7. The task will be supported by the Emoji for Python
project8. Finally, we will group inflected forms of words. For this, we will use
the WordNetLemmatizer algorithm provided in the NLTK package.

5 Approach

Our approach studies how some of the techniques seen in section 2 behave in
regression tasks. Some of the features seen previously, such as POS tags and
word’s polarity, were studied in order to understand how they affect the overall
score. These will be tested individually in combination with different models and
algorithms. In order, to evaluate the performance of the classifiers we will use
the Pearson Correlation Coefficient.

5.1 Models description

In order to understand how models affect the predictions we decided to use
three variations of the bag of words (BoW) model. The first approach uses a

6 http://www.nltk.org/
7 https://www.unicode.org/emoji/charts/full-emoji-list.html
8 https://github.com/carpedm20/emoji
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simple BoW representation where each term in each tweet is represented by
0 and 1, depending if the word appears or not in the document. The second
approach is a term frequency (TF) model, where each term will be measured by
frequency of occurrence in all the tweets. The third and last method is a term
frequency and inverse document frequency (TF-IDF) model, where each term
will be represented by the overall importance in all the tweets.

5.2 Feature selection

The features selection process focused in studying how POS tags and word po-
larity features affect the tweet overall score. The POS tagger processes sequences
of words and attaches a POS tag to each word. In this work we used the NLTK
POS tagger. The word polarity was obtained through the TextBlob9 library.
TextBlob is a library that extends NLTK and pattern10 libraries. The library
includes a sentiment analyzer that provides words and sentences polarity be-
tween -1 and 1. Each word was classified with negative, neutral or positive tags
as represented in Table 2.

Table 2. Word polarity classification

polarity value polarity tag

less than 0 negative

more than 0 positive

exactly 0 neutral

5.3 Regression algorithms

The algorithms used in this work were the Random Forest Regressor (RF) and
the Support Vector Regressor (SVR) from the Support Vector Machine (SVM)
algorithms family. None, of the algorithms was enhanced, in both cases we have
used the default options provided by the Sklearn11 library.

5.4 Evaluation metrics

In order to evaluate how the models and algorithms performed we used the
Pearson correlation coefficient, also known as Pearson’s r. This metric provides
a measure, between -1 and 1, of the linear correlation between the values. Where
1 represents a high positive correlation, -1 represents a high negative correlation
and 0 represent no correlation between the values.

9 https://textblob.readthedocs.io/en/dev/
10 https://www.clips.uantwerpen.be/pages/pattern-en
11 http://scikit-learn.org/stable/
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6 Results and Analysis

This work aimed to help identifying which methods are best appropriated for
each sentiment type. We used the Pearson correlation coefficient to determine
the behaviour of six combinations of models and algorithms. The number results
of the combination between the two algorithms used, random forest and support
vector machine, and the three models presented in 5.1. For each of the six cases,
we studied three different types of approach:

– baseline: composed by the cleaned dataset

– POS tags: the baseline plus the POS tags features

– Polarity: the baseline plus the word polarity features

Each type of sentiment was studied in separate, with different datasets for
each type. Although the models and algorithms that were used were developed
in the same way each type of sentiment has its own models.

6.1 Anger

In the anger results, presented in figure 5, its possible to see that the RF al-
gorithms present better results. The SVM algorithms present more contradic-
tory results. The polarity features provide better results in four of the six cases
(RF-TFIDF and all three SVM variants). Although, the best overall score is
represented by the RF-BoW using POS tag features.

6.2 Fear

Figure 6 presents the fear results. In this case the best overall score is again
presented by the RF-BoW using POS tag features. In this case, the best score is
followed closely by RF-TFIDF with polarity features. Once again, the polarity
features outperform the baseline and the POS tag features in four of the cases
(all the SVM variants and RF-TFIDF).

6.3 Joy

In figure 7 we present the joy results. The best overall score is obtained by
the SVM-TFIDF with POS tag features. In most of the cases the baseline can
was outperformed, and the performance was almos two times better. The SVM
variants present contradictory results, the SVM-BOW presents the best baseline
but including our features didn’t present better results. Also, the SVM-TF with
POS tags performs worse than most of the baseline cases. The RF cases present
similar behaviours with all the three cases presenting better results with polarity
features.
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Fig. 5. Anger results

6.4 Sadness

The sadness results, figure 8, display that the two best overall scores for RF-
TF and RF-BoW are accomplished with POS tags features. In all the cases
the baseline is outperformed by both the POS tag and polarity features. The
SVM-TFIDF present a behaviour similar two the two best scores. In the remain-
ing cases display that the POS tag features are outperformed by the polarity
features.

7 Conclusion and Future work

Sentiment analysis over twitter data is a complex field. The limited number of
words in each tweet and the specificities of the platform (hashtags, emoticons,
etc..) present several challenges when identifying different types of sentiments.

In this work we studied how some of the approaches used for sentiment
analysis in classification tasks behave in regression tasks for four different types
of sentiment. In our results we can see that for most of the sentiments the POS
tags features present better results. Although, for some of the cases polarity
features present close results. Also, the RF algorithms presented better results
for three of the sentiments.
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Fig. 6. Fear results

With all this information we will be able, in the future, to take better de-
cisions on selecting the appropriate models, algorithms and features to perform
sentiment analysis for these four types of sentiment.

As future work, we will add another two sets of features: emoji polarity and
hashtag polarity. We think that both features can add valuable information that
is likely to improve the overall score obtained in this work. Also, we will enhance
both the algorithms to understand how we can improve the overall scores for
each sentiment.
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Fig. 7. Joy results

Fig. 8. Sadness results
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Abstract. This project focuses on the development of a video analytics
processor for detection and classification of vehicles. The motivation for
this project comes from the need to have a plug-and-play solution to
analyse traffic, as most of the existing solutions require training some
sort of structure to recognize objects on the scene. This module can
work as a data input for traffic management systems in addition to more
traditional sensors such as the magnetic loop detectors. We also present
a novel approach to the vehicle classification problem based on the use
of a fuzzy set. To illustrate the proposed approach, the detection and
classification implemented were tested with different cameras in different
scenarios, showing promising results.

Keywords: computer vision, intelligent transportation systems, object
tracking, object classification

1 Introduction

Traffic management in cities is a vast area as it studies the planning and control
of the road network, with all the tasks associated with them. As the cities tend
to evolve following the concept of Smart Cities, the management of how it is
people move is a prime area where the information technologies can be applied.
With the increase in the number of vehicles using the roads [1] so does the need
to improve the methods of traffic management, and the development of multiple
projects in multiple institutions around this issue comes as a confirmation of both
its importance and the pertinence of the work under development in regards to
this topic.

With the decreasing costs of cameras for video surveillance, the number of
units installed around the world is rising, passing the 245 million mark in 2014
[2], over 65% of that number being from Asia. With this number of cameras
placed globally the amount of data being collected every day is too large to be
humanly processed, and thus the need to create autonomous processors arises.
The market for automatic analysis of video is expected to be worth 11.17 Billion
USD by 2022 [3], with the facial recognition area expected to have the highest
CAGR (Compound Annual Growth Rate) due to the potential related to security
applications.
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This work reports on the development and implementation of a Computer-
Vision-based framework to analyse moving-object scenes with multiple appli-
cations; the selected case study refers to road traffic networks, both in ru-
ral/motorway and urban settings. A number of supporting features were ex-
plored and practically implemented, namely object detection, object tracking,
and object classification. Such features helped us implement analytics regarding
traffic flow.

With the potential perspective of using computer-vision-based solutions in
the specific domains of traffic and transportation engineering, the goal of this
work is to implement appropriate mechanisms allowing for the identification and
classification of moving objects on road networks. Providing traffic surveillance
systems with the ability to automate the process of extracting information from
video cameras is paramount to improve control and management of complex net-
works. Indeed, video streams capturing continuous images from selected spots
can offer the appropriate means for incident detection, alarms, and complement
data gathered from other traditional sensors, such as inductive loops installed
beneath the pavement. Contrary to inductive loops, which are prone to reading
failures more frequently than other analogous systems, video cameras can offer
a wide range of other sensing capabilities. On the other hand, other challenges
arise demanding robust and efficient algorithms. This work focuses on the spe-
cific problems of detecting and classifying moving objects in urban areas and
motorway environments, with the objective of feeding more accurate and reli-
able information into simulation models underlying fully operational artificial
transportation system platforms, such as the MAS-Ter Lab architecture [4].

The remaining of this manuscript is organised as follows. Section II briefly
reviews the literature on topics related to this work, whereas Section III describe
how the problem is approached, giving the reader details on the proposed ap-
proach. Section IV presents and discusses preliminary results, whereas Section
V draws conclusions and suggests further steps in this research project.

2 Computer Vision in ITSs - A Review

Regarding intelligent transport systems (ITSs), the use of computer vision to
aid in the analysis of traffic has been increasing in the last years due to the
decreasing costs of hardware, both cameras, storage and processing power, as
well as the growing knowledge to extract useful data from the video gathered. In
contrast to the high installation and upkeep costs of other traffic control tools
such as Inductive Loop Detectors and Microwave Vehicle Detectors, applying
computer vision to handle these tasks is a profitable option for entities in charge
of the analysis of this data.

One of the first works applying computer vision to analyse traffic, which was
published in 1984 [5] and detected and measured movement in a sequence of
frames. Since then, multiple fields of study have been created, not only for the
measuring of traffic, as explored in [6], [7] and [8] where the authors evaluate
methods to analyse traffic in urban environments, but also for the analysis of
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the environment around a self-driven vehicle, reading traffic signs using multiple
approaches using convolutional neural networks [9] or using bag-of-visual-words
[10], or to automatize the parking process as discussed in [11]. Recently some
studies have surfaced where the authors discuss the analysis of passenger num-
bers and behaviour inside vehicles, in order to enforce traffic laws [12].

However our work upon this topic is focused on the aspect of traffic analysis.
In order to understand what we need to accomplish, it is convenient to study
what composes a typical traffic scene. Usually the scenes are viewed from a
top-down perspective that places the cars against the road as background. The
vehicles have a roughly regular rectangular shape when viewed from the top,
with little variation when the camera is rotated, however their textures vary
heavily, making it difficult for a detector to work based on the vehicles image
representation [13]. However, depending on the camera position there can be
object occlusion by other objects or scene components, which makes it difficult
to detect and track vehicles relying solely on subtraction based segmentation
techniques.

The scenes also have varying light according to the time of the day, and
proposed solutions need to adapt to these changes as fast as possible, otherwise
data might be lost. Other weather conditions can also interfere with the analysis,
such as fog and rain, and need to be addressed when designing solutions.

3 Methodological Approach

3.1 Technology

In order to build this project we needed both a library of already implemented
computer vision algorithms as well as a simple way to retrieve frames from both
video streams and files. This section describes what were the chosen technologies
including a brief description and why it was chosen.

OpenCV OpenCV is a library composed of implementations of useful com-
puter vision algorithms implementation, widely used across the industry and
academy. It has interfaces for multiple programming languages, like C++, Java
and Python, but is natively written in C++ in order to take advantage of low
level performance enhancements, as performance is an important factor in real
time computer vision applications [14].

The library contains over 2500 algorithms ranging from the more basic image
processing, such as filtering, morphology operators and geometric transforma-
tions, to more complex ones that are able to compare images, track features,
follow camera movements and recognize faces, among others. Along with the
image processing capabilities, OpenCV also ships with interfaces to stereo cam-
eras such as Kinect that allow users to retrieve a cloud of 3D points and a
depth map from the captured image. This was the chosen library as there ex-
isted already previous work at LIACC using it, which could be leveraged for this
project.
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JavaCV JavaCV is a wrapper for OpenCV written in Java that works on top of
the JavaCPP Presets, a project that provides Java interfaces for commonly used
C++ libraries, such as OpenCV and FFmpeg, the ones we are using, as well as
CUDA, ARToolKitPlus and others. It provides access to all the functionalities
of OpenCV inside a Java environment, and was the chosen solution as there was
already experience inside LIACC working with this technology.

Even though the code is written in Java and runs inside a Java Virtual
Machine, the code from OpenCV is compiled from C/C++ and the memory
of the objects created there is allocated in a separate thread. This made it
impossible to rely on the garbage collector to do the memory management, and
necessary to manually delete the native objects. Failure to address this issue
causes the system to run out of memory and a subsequent program crash.

3.2 Segmentation

This section describes how the segmentation of the received images is performed,
and how it returns a foreground mask representing the moving areas of the scene.

Fig. 1. Background Subtraction - Background Model

In figure 1 we can see the original frame on the left and the calculated
background model of the scene on the right. To achieve this result, the first step
is to mask the obtained frame in order to prevent uninteresting regions of the
image from being processed by the Background Subtracter. The masking process
consists in placing a binary image, called a mask, over the original image and
removing all the information where the mask has false values.

The application of the mask solves an issue where moving or changing regions
of the image outside our area of interest would create unwanted artifacts, for
example moving trees due to the wind blowing, or the issue that occurred in this
scene, where a car passing would be reflected in the windows of the building.

The next step of the Segmentation process is to feed the masked frames into
a Background Subtraction algorithm that will use them to update its internal
representation of the scene. This project uses the OpenCV implementation of
the Mixture of Gaussians algorithm that allows the user to tune:
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– The number of past frames considered on the background calculation
– The threshold value from which a pixel is considered to be foreground, com-

pared to the difference between its current value and the one from the back-
ground model

– The learning rate of the algorithm, how much each new frame influences the
model

After updating the background model we can retrieve from the Background
Subtracter its foreground mask, a rough representation that is calculated by
subtracting the background model from the current image and thresholding it,
thus returning only the pixels where the difference is significant enough.

Fig. 2. Background Subtraction - Foreground Mask

As we can see in the middle image of figure 2 the foreground mask from
the Background Subtracter can have a lot of noise due to lighting conditions.
To solve this issue two morphology filters are applied to the image: a squared
erosion filter to remove the small speckles that appear in the mask; followed by
a larger circular dilation filter to consolidate the positive regions of the mask, as
the wind shield and windows of the vehicles are usually detected as background
due to their dark colour and/or reflection of the environment.

4 Object Classification

In order to classify the objects present in the scene into light or heavy vehicles
a fuzzy set is used. This set is calculated at run time based on a mask drawn
by the user via the web interface that roughly approximates the size of a light
vehicle. The area of that mask (ALight) is used as a base value to create the fuzzy
set shown in figure 3. This set has 2 series, one for light vehicles, drawn in blue,
and one for heavy vehicles, drawn in red.

The blue series peaks at ALight, where we have 100% certainty that a matched
object is a light vehicle. The point immediate points are at 2/3*ALight, where
the trust is 80% and at 4/3*ALight where it drops to 60%. Any object with area
below 1/2*ALight or above 2*ALight are considered to have 0% chance to be light
vehicles.

The red series peaks at 2*ALight, and any object whose area is larger than
this value is considered to be an heavy vehicle with 100% confidence. At the
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Fig. 3. Fuzzy Set used by the Object Classifier

same time, any object whose area is smaller than 4/3*ALight is never considered
to be an heavy vehicle, from where the certainty rises to 80% at 5/3*ALight.

When an object is counted in one of the virtual sensors its area is passed to
this classifier where an interpolation is calculated for each series, returning the
certainty with which it belongs to each one of the classes. Using this output the
process can distinguish classifications with certainty values below a user specified
threshold to be treated as non-classified objects.

5 Results

In this section we will present the results achieved by our project on different
settings, described below.

5.1 Video 1

– Location Via Cintura Interna, Porto
– Description Motorway scene
– Traffic Intensity Medium
– Camera Position Medium Height, Left side of lane

5.2 Video 2

– Location Via Cintura Interna, Porto
– Description Motorway scene
– Traffic Intensity Medium
– Camera Position Medium Height, Between Lanes
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Fig. 4. Frames from Videos used

Table 1. Results from Video 1

Light Heavy
Observed 141 22
Detected 126 20
Ratio 89.3% 90.9%

Table 2. Results from Video 2

Light Heavy
Observed 155 30
Detected 131 28
Ratio 84.5% 93.3%

5.3 Video 3

– Location Via Cintura Interna, Porto
– Description Motorway scene
– Traffic Intensity High
– Camera Position Medium Height, Right side of Lane

5.4 Video 4

– Location A22, Mexilhoeira, Portugal
– Description Motorway scene
– Traffic Intensity Low
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Table 3. Results from Video 3

Light Heavy
Observed 178 28
Detected 176 24
Ratio 98.9% 85.7%

Table 4. Results from Video 4 (Incoming and Outgoing Lanes)

Light Heavy Light Heavy
Observed 47 5 30 0
Detected 38 5 22 0
Ratio 80.9% 100% 73.3% -

– Camera Position Elevated Height, Right side of Lane

Due to the fact that we use a fuzzy set to classify the vehicles based on their
segmented region area, we can know with which degree of certainty the system
classifies each vehicle as Light or Heavy. We can use this value to threshold
weak classifications and, depending on the application, send the image to a
more sophisticated classifier or even to a human operator.

The main drawback of the fuzzy set based classification is its dependency on
the object identification process. As our segmentation process returns a binary
foreground mask it is impossible to distinguish between multiple vehicles in a
single foreground region, and only one object is detected. This object area is then
taken into account by the classifier, and in cases where multiple Light vehicles
occlude each other, they are classified as a single Heavy vehicle.

The main factors that contribute to the performance of our counting and
classification processes are the camera position and the traffic intensity, as seen
in the results. In videos one through three the medium to high density of traf-
fic cause multiple occlusions which result in wrong classifications as explained
before. In cases where the camera is placed in a high position overlooking the
road, such as in video four, the occurrence of vehicle occlusion is reduced. When
the viewing angle

6 Conclusion

This work reported on the development and implementation of a Computer-
Vision-based framework to analyze moving-object scenes with multiple applica-
tions. Different case studies were initially selected with special emphasis on the
identification and classification processes.

During the course of this project work an issue was found when trying to
process a frame in multiple threads at the same time. The solution implemented
creates a queue in each of the threads to where the frame collector sends the
frames and from where the thread processing them reads them. This solution
solves the waiting problem by making the threads totally independent from each
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other and ensures that the whole system performance is not capped if a slower
thread is introduced.

One of the main contributions of the project is related to the tracking of
stopped vehicles found in urban scenarios, as it was one of the gaps found dur-
ing the literature review. To solve this issue an alteration is proposed in the
segmentation process to keep track of the state of stopped vehicles. The first one
is a stabilization step in the background subtraction initialization that waits for
the background model to be steady. This steadiness is measured by the number
of pixels updated in the last frame after the application of the background sub-
tracter. This step ensures that the background is not initialized with stopped
vehicles or other actors in the middle of the scene. All the work developed was
made taken into account that the application was to be used by our collaborators
for the purpose of vehicle counting and classification in high-way scenarios and
as such this was the main focus of the use-cases in which the project was tested.

Throughout the course of this work a number of challenges appeared that
would be interesting to address. Some of them are briefly presented below.

Improve the Segmentation Process: as of now the segmentation process can-
not distinguish multiple objects occluded by one another or linked through a
shadow, although there is written work about how to solve this. Implementing
such a solution would improve the results of the counting process.

Time counting: The counting process can accurately count vehicles but it
cannot detect when a vehicle was counted. To do so in videos, a starting time
would be required as well as the frame count and rate. In streams the application
needs to take into account both the starting time and the stream delay.

Intersection Analysis: It would be interesting to follow some of the work
regarding intersection statistics and implement a module on top of the Analytics
Module that would work specifically for such cases.
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Abstract. In many businesses, information is key, however the quality of the 

information is unclear, the blockchain technology promises to bring transparency 

and reliability and solve information quality problem for business. This work 

aims to find what business areas are looking into the technology and try to lever-

age the blockchain technology to innovate their business. Papers that related busi-

ness integration with blockchain are part of this revision. This paper identifies 

the kind of applications have already been found for the technology. In this study 

we found out that for the technology be able to have massive acceptance in busi-

ness, it is necessary that legal aspects of the technology progress and that the 

regulation is applied. It also becomes clear that in most systems, where infor-

mation need to be certifiable and verifiable by a trusted third party, it is possible 

to leverage the blockchain technology. A considerable acceptance of the technol-

ogy overtime is a great possibility and business must be ready to accommodate 

this change. 

Keywords: Blockchain, business innovation, disruptive technology. 

1 Introduction 

The blockchain technology gathered a lot of traction in the past years, however aca-

demics work, that focus on the technology, only now started to look for new applica-

tions. Different kind of business are already trying to leverage this technology. This 

literature review aims to find what business areas have already integrated the technol-

ogy, and how blockchain as contributed for the innovation in the business. For retaining 

literature, the criteria used was, papers related with blockchain, and business integration 

of the technology in preexisting areas. Papers that focused on the cryptocurrency capa-

bilities of the blockchain, and blockchain frameworks are not the focus of this review.  

Business innovation is a process for introducing new ideas, technologies, methodol-

ogies, services or products. Business innovation should improve products, services, 

processes, solve a problem, or it should reach new customers. The blockchain technol-

ogy promises a high impact on old and new business. The blockchain offers decentral-
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ization, transactions, automation without the need for intermediaries. With the applica-

tion of the blockchain technology, it is expected to reduce costs, processing time, risks, 

and create transparent ecosystems[7]. 

This paper first provides an overview of the blockchain technology. The third section 

exposes a literature review to identify the key topics and the technology roles in busi-

ness integration. The fourth section analyzes and discuss the reason blockchain is se-

lected. In the end the author presents his conclusions. 

2 Background 

A blockchain is a form of digital ledger consisting of ‘blocks’ of information. Each 

‘block’ contains a record of the transactions that occur within a network[25]. 

Essentially, blockchain is a digital cryptographic ledge with a time-stamp, which 

works as a peer-to-peer database technology for managing and recording transac-

tions[7].  Algorithms handle the verification and consensus between multiple entities, 

presumably creating a system that is immune to fraud, tampering, fraud, or central con-

trol. The Figure 1 shows a blockchain scheme and out the blocks connect to each other 

[23]. 

 

 

Fig. 1.  

Blocks. each block holds information and after the others entities in the network have 

validated the block it can be added chronologically to the blockchain, together with a 

reference to the preceding block[9][26]. 

Transactions. The information in each block registers the transactions of properties or 

values in the blockchain. The technology ensures the security and correctness of the 

transactions.  
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Chain. The chain creation occurs because each block connects to the previous one, 

registering this way a chain of events. However there is one exception, the first block 

of the chain is common to all entities in a blockchain network and has no parent[5]. 

 

2.1 Blockchain Type 

Public Blockchain. In a public blockchain, anyone can read and write information on 

the blockchain. 

Private Blockchain. In a private blockchain, an organization controls the permissions 

to read and write information on the blockchain.  

Permissioned Blockchain. This solution offers a hybrid between the public and private 

blockchain, for example, anyone can read the information, but only some entities can 

write information on the blockchain.  

2.2 Sector 

Govern. The public sector varies by country, but it usually includes services as the 

military, police, infrastructure (public roads, bridges, tunnels, water supply, sewers, 

etc.), public transportation, public education, health care and people working for the 

government. Govern and public agencies are largely funded by taxation and the deci-

sions are made from o political point of view [4]. 

Commercial. Individuals or shareholders own private firms and the decisions are gen-

erally made with a commercial intent where the results constrains are imposed by the 

market force and the political system [4]. 

2.3 Proof of Work 

A proof of work is a slice of data that is difficult to create but easy to verify and which 

satisfies certain requirements. If one person owns a distributed system of computers, he 

can assume that they will all cooperate because he controls their behavior. When this is 

not the case, there is a real need for different computers to prove that they are working 

toward the same goal. 

3 Literature Review 

The following Table 1 gives a summary of the main thoughts each paper presented. The 

x in the table means that the paper explicitly states the information. When the x’ is used 

that means that the author inferred the information from reading the literature. 

Table 1.  Blockchain literature review

Authors Type Sector 

Proof 

of 

Work 

Notes 
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Issues Against (-) 

For Blockchain (+) 

Integration (Role) 

Application (App) 

Khaqqi et 

al. 

(2018) [12] 

  x'  x' x'  
Solves inefficient man-

agement (+)  

Solves fraud issues (+) 

Role: Reputation Sys-

tem;  

App: Regulation; 

Sidhu J. 

(2017) [22] 
x    x x  Risk of failure with 

smart contracts (-) 

Role: Set of hardened 

services;  

App: E-Commerce; 

Yuan et al. 

(2017) [28]  
x'    x' x'  performance (-)  

privacy (+)   

Role: new signature 

scheme and crypto-

graphic technologies; 

App: Big data 

Engelen-

burg et al. 

(2017) [6] 

  x x   x 

information sharing is: 

- reliable (+) 

- secure (+) 

- confidential (+) 

Role: business-to-gov-

ernment information 

sharing;  

App: E-Governance; 

Shae et al. 

(2017) [21] 
  x'  x' x'  

trust transaction (+) 

data integrity (+) 

anonymity (+) 

Role: assisting in medi-

cal decision-making re-

search;  

App: Healthcare; 

Li et al. 

(2017) [14] 
  x  x  x 

administrative node (+) 

Mobile peers as field 

sensory agents (+) 

Role: integrates a dis-

tributed event-based 

system with the tradi-

tional transaction based 

system;  

App: supply chain; 

Zhang et 

al. 

(2017) [31] 

x'    x x'  

Systematic (+) 

High efficiency (+) 

Flexible (+) 

Reasonable (+) 

Low cost (+) 

Role: distributed auton-

omous corporations; 

App: IoT E-business;  

Wu et al. 

(2017) [26] 
  x  x  x' 

Poor efficiency (-) 

Security (+) 

Intelligence (+) 

Role: N+X hybrid 

blockchain storage: 

-manager block (private 

nodes) -storage block 

(public nodes);  

App: Energy Market; 

Mengelka

mp et al. 

(2017) [16] 

x   x   x 

Lack of regulation (-) 

 

Decentralized markets 

(+) 

Resolve conflicts of in-

terest (+) 

Role: Market design 

framework;  

App: Energy Market; 
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Nijeholt et 

al. 

(2017) [15] 

 x'  x'   x 
Prevents double-spend-

ing (+) 

Role: Double-Financing 

prevention framework; 

App: Decentralized 

Registry 

/ 

Regulation 

Lee et al. 

(2017) [13] 
x    x  x 

Scalability issues (-) 

Security (+) 

Integrity (+) 

Role: secure firmware 

update scheme;  

App: IoT; 

Biswas et 

al. 

(2017) [2] 

x    x x  

Improved reliability (+) 

Fault tolerance (+) 

Efficient operation (+) 

Scalability (+) 

Role: blockchain based 

security framework to 

enable secure data com-

munication;  

App: Smart City; 

Ahram et 

al. 

(2017) [1] 

  x  x x  
Transparency (+) 

Privacy (+) 

Security (+) 

Role: HealthChain; 

App: Healthcare; 

Gaetani et 

al. 

(2017) [8] 

  x x  x  

Performance (-) 

Compromising (+) 

Confidentiality (+) 

Cannot be reverted (+) 

Role: SUNFISH pro-

posal Federation-as-a-

Service (FaaS) ;  

App: E-Governance; 

Norta A. 

(2017) [18] 
  x  x  x 

Smart contracts security 

flaws (-) 

Decentralized autono-

mous organizations (+) 

 

Role: distributed gov-

ernance infrastructure 

 

application-layer smart-

contract lifecycle;  

App: E-Governance; 

Herbaut et 

al. 

(2017) [11] 

  x  x x  

Performance vs Scala-

bility (-) 

Provisioning (+) 

Monitoring (+) 

 

Role: Collaborative 

video delivery based on 

blockchain;  

App: E-Commerce; 

Giancaspro 

M. 

(2017) [10] 

x   x  x  

Security concerns (-) 

Scalability (-) 

Workforce impact (-) 

Transparent (+) 

Anonymity (+) 

Distributed Ledge (+) 

Technology (+) 

Smart contract (+) 

Increased efficiency (+) 

Role: The legal enforce-

ability of smart con-

tracts; it is uncertain 

whether they will easily 

adapt to current legal 

frameworks regulating 

‘conventional’ contracts 

across jurisdictions; 

App: Regulation; 

Geranio M. 

(2017) [9] 
 x   x x  

Nascent technology (-) 

Uncertain regulatory 

status (-) 

Large energy consump-

tion (-) 

Role: Distributed ledger 

technology;  

App: Stock exchanges; 
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Control, security, and 

privacy (-) 

Integration concerns (-) 

Cultural adoption (-) 

Cost (-) 

Irrevocable (+)  

Auditable (+) 

Mettler M. 

(2016) [17] 
x   x  x  Decentralized database 

(+) 

Role: public health 

management 

 

user-oriented medical 

research based on per-

sonal patient data  

 

drug counterfeiting; 

App: Healthcare; 

Bogner et 

al. 

(2016) [3] 

x    x x  Don’t need a Trusted 

Third Party (+) 

Role: Decentralized 

Sharing App; App: E-

Business sharing ob-

jects 

Yue et al. 

(2016) [29] 
 x  x x  x 

Security (+) 

Don’t need a Trusted 

Third Party (+) 

Decentralized platform 

(+) 

Role: Electronic Medi-

cal Record;  

App: Healthcare; 

Zou et al. 

(2016) [32] 
x    x x  Monitoring (+) 

 

Role: service contract 

management scheme 

dispute resolution pro-

tocol;  

App: E-Business; 

Xu et al. 

(2016) [27] 
  x x'  x  

Security, privacy, scala-

bility and sustainability         

immutable data storage 

(+) 

Role: decentralized 

trading market 

secure data exchange 

and negotiation;  

App: E-Business; 

Weber et 

al. 

(2016) [24] 

  x  x x'  
No central authority (+) 

Trust (+) 

Tamper-proof (+) 

Role: technique to inte-

grate blockchain into 

the choreography of 

processes in such a way 

that no central authority 

is needed, but trust 

maintained;  

App: supply chain; 

Christidis 

et al. 

(2016) [5] 

 x   x  x 

Enables trustless net-

works (+) 

Auditable manner (+) 

Role: automate time-

consuming workflows 

in the IoT ecosystems;  

App: IoT; 
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Smart contracts allow 

us to automate complex 

multi-step processes (+) 

Scalability aspect of 

consensus mechanisms 

(-) 

Performance (-) 

Norta A. 

(2016) [19] 
  x' x  x'  

Agile business network-

ing collaborations (+) 

Decentralized autono-

mous organizations (+) 

Role: Establishing a de-

centralized governance 

infrastructure for enact-

ing cross-organizational 

business-process aware 

collaborations;  

App: E-Governance; 

Zhang et 

al. 

(2015) [30] 

       

Share information (+) 

Distributed autonomous 

Corporations (+) 

Low cost (+) 

Flexible (+) 

Role: IoT E-business; 

App: IoT; 

Norta A. 

(2015) [20] 
x'    x' x'  

Decentralized autono-

mous organizations (+) 

Collaboration (+) 

Smart contracts (+) 

Role: how to set up in a 

dependable way elec-

tronic communities of 

business collaborating;  

App: E-Governance; 

3.1 Research Challenges 

In this literature review, we can resume the future work to testing, implementation, 

further enhancements, lifecycle management, and regulation. For the development best 

practices emerge, it is necessary the encouragement of the blockchain research and de-

velopment, this will also allow the creation of standards [8]. 

Integrating the blockchain technology to drive business innovation requires exhaus-

tive validation and testing. The execution of testes must validate if the solution offers 

the performance, security, end user privacy, interoperability, and scalability, needed for 

the business. Some of the papers provide the academic solution. However, for the busi-

ness be able to leverage the technology, is still necessary to implement the solution or 

at least a working prototype [2]. 

This technology is still emergent and new applications are being discovered, this 

creates a necessity for more features and further enhancements in terms of smart con-

tracts, API design, ranking mechanism’s, credit system’s, incentive mechanism’s, stor-

age structures, and others. With the increased acceptance of the blockchain technology, 

regulation becomes necessary, industry experts and experts in the juridical domain must 

review legal enforceability of the technology. The technology lifecycle and manage-

ment also must evolve to increase project’s predictability and potentiate the growth of 

technology adoption [18]. 

Proceedings of the 13th Doctoral Symposium in Informatics Engineering - DSIE’18

1st Edition, 2018 - ISBN: 978-972-752-230-9 p.193



8 

4 Analysis and Discussion  

4.1 Why blockchain? 

Blockchain is a technology that replaces the need for personal trust, for trust in a sys-

tem. It is a distributed database of records, where the verification of the records occurs 

through a consensus mechanism. With a blockchain solution, each interested party rep-

licates, hosts, and maintain the ledger. 

4.2 Role in Integration 

Record keeping is a core function of any business. The records track past events and 

provide a view of the organization and relationships. Every business keeps its own rec-

ords, sometimes in a master database, other times the information exists across different 

units. Unifying the information across different divisions takes a lot of time and is prone 

to error. In a blockchain solution when some entity enters new information to one copy, 

all the other copies are updated. The technology eliminates the need for third-party in-

termediaries to verify or transfer ownership. A decentralized solution was information 

sharing through transparency reduces the need for trust in a secure and verifiable man-

ner [8] [14]. 

4.3 Applications 

The blockchain technology it has being used to put proof of existence in: legal docu-

ments, health records, supply chain, IoT E-business, energy market, E-Governance, de-

centralized registry, stock exchanges and smart city. The economic, legal and political 

systems deal with contracts, transactions, and records. They protect assets and set or-

ganizational restrictions. They create and authenticate information. This information 

allows interactions among countries, societies, business, and individuals. Any system 

or organization that wants to share information with transparency, immutability safely 

between different parties, can leverage the capabilities offered by the blockchain tech-

nology [17]. 

5 Conclusions 

In an information world, the bureaucracies that exist today need to evolve with the dig-

ital transformation. The way regulation and business interact need to advance. Block-

chain is an open, distributed ledger that can record information between different par-

ties efficiently and in a certifiable and perpetual way. It is also possible to program the 

solution to trigger operations automatically. 

With the blockchain technology, it is possible to create a society where digital code 

register agreement and store the information in transparent, shared databases. The in-

formation is protected from deletion or tampering. In this society, every event (task, 
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payment, agreement, and process) would have a signature that could identify the record, 

allowing validation and storage.  

In this review, we conclude that any system where trust is necessary, for the infor-

mation be able to retain value, is a good candidate to use the blockchain technology. 

There are still some technical issues that need to be addressed, for example, when it is 

not possible to delete or alter information in a public ledger, testing of the solution gains 

an additional weight in the development process. Another preoccupation that business 

have with the adoption of a new technology is the legal aspect, and how it can be en-

forced, regulation needs to evolve to take in consideration the capabilities that the tech-

nology offers. Blockchain is a technology that builds a foundation, and has the potential 

to turn into disruptive approach for business innovation[25]. 
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Abstract. Access control is a crucial part of the security of a system,
restricting what actions users can perform on resources. Therefore, ac-
cess control is a core component when dealing with data access policies
and resources, discriminating which is available for a certain party. We
consider that current systems that attempt to assure the share of poli-
cies between facilities are prone to system’s and network’s faults and
don’t assure the integrity of policies lifecycle. Such scenario is even more
complex when dealing with the continuously growing Internet-of-Things.
Distributed ledger, namely a fully-private blockchain, where the opera-
tions are stored as transactions, we can ensure that the different facilities
have knowledge about all the parties that can act on the available re-
sources. A developed proof-of-concept shows that this approach allows
us to manage access control to systems and resources while maintaining
integrity, auditability, and authenticity.

Keywords: Access Control, Blockchain, Internet-of-Things

1 Introduction

Lots of new smart objects are empowering the creation of cyber-physical smart
pervasive systems, with application in a variety of domains[13]. These smart
objects are under the umbrella of the Internet of Things paradigm, that foresees
the advance towards new smart and inter-connected systems by the means of
ubiquitous computing [14].

The arrive of IoT lead to an explosion of data being collected and, a posteri-
ori, analyzed by different entities lead to the debut of data security and privacy
issues. Especially when we take into consideration that smart devices may be
connected to the Internet at some point for accessing its collected data anytime
and anywhere [14].

As such, there is the need to control the accesses to these resources. Access
control is concerned about determining the allowed activities of certain users,
mediating every attempt by a user to access a resource in the system [7].

Blockchain was conceptualized by Satoshi Nakamoto and is used as a core
component of the digital currency Bitcoin [11]. Data in a blockchain should
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Fig. 1. Blockchain mechanism as proposed by Satoshi Nakamoto [11].

be tamper-proof, specifically accomplished by the use of cryptography, by the
means of digital signatures and digital fingerprints (hashing), as shown in Fig-
ure 1 [11]. Also, consensus must be assured among peers considering scenarios
where some of the peers are providing erroneous data, by partially or completed
computer/network failures or, even, by malicious intent when some party tries
to subvert the ledger [11].

A blockchain consists of a chain of blocks that contains information about
transactions. Each of these transactions is digitally signed by the entity emitting
them. Transactions are combined into a block, this block is committed to the
chain, establishing the blockchain. Each block contains the hash of the previous
block, being this propagated along the chain until the first block created when
the blockchain was firstly created, designed genesis block [11].

We can then consider, from a technical viewpoint, that a blockchain works
as a state transaction system, where there is a state that corresponds to the
snapshot of the chain (the result of all transaction until now) and, after adding
a new block of transactions to the chain, we got a new snapshot that corresponds
to a new state of the system, as the result of the new transactions [5].

In order to a validate a block there is the need of a proof-of-work. This
mechanism is used in order to get a consensus in the peer-to-peer network [11].
In Bitcoin, this process is called mining and consists of finding a nonce (by the
means of brute-force) that satisfies the condition of generating a digest with the
required number of leading zeroes. This proof-of-work guarantees consensus in
a network following the principle that the nodes will always accept the longest
available chain [11]. This also implies that older blocks - those further back in
the blockchain - are more secure than newer ones.

There are alternatives to proof-of-work. In the proof-of-stake, as it is being
considered to be used in Ethereum [5], the creator of the next block to be pushed
in the chain is chosen in a deterministic way based on the wealth of the node.
Another one, as used in the Sawtooth Lake [3], uses a Proof of Elapsed Time
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(PoET), which is a lottery-based consensus protocol that takes advantage of the
trusted execution environments provided by Intel’s Software Guard Extensions.

Although the most common use of blockchain is for trade currencies, like
Bitcoin, there exists an array of other applications for the technology. This is
possible because, as blockchain is used to store coin transactions, it can be used
to store any other domain transactions. Furthermore, it can be used as a general-
purpose database distributed system, therefore making it useful in a large variety
of situations [15].

Blockchains can be considered of two types, namely: public and unpermis-
sioned, or private and permissioned. In the first type, anybody is allowed to use
them (e.g. Bitcoin). In the other, there exists a closed group of known partici-
pants (e.g. a supply chain) [15].

In this paper, we suggest an approach to the problem of access control in
large-scale and distributed systems, as it is observed in today IoT scenarios (e.g.
wearables), where different entities and users should be able to access data with
different permission levels and granularities. The owners should be able to man-
age the accesses to their data, by the means of adding, changing or revoking
permissions. This system should be also capable of defining fine-grained permis-
sions both at the user level and at the resource level. Notwithstanding, these
users and resources are external to the system being only referenced by it.

Additionally, the system must be fault tolerant, which means that it must
not be dependable on a centralized authority. Upon these considerations, such
system should also assure consistency and integrity among nodes and operations
along with the authenticity of the operations.

In our approach, we take into consideration the paradigm that is a Dis-
tributed Ledger Technology (DLT), more properly a specific type that is known
as blockchain. A distributed ledger consists of a consensus of replicated, shared
and synchronized digital data distributed along a set of nodes, working as a
distributed database, generally geographically dispersed. It’s important to note
that, despite all blockchains being distributed ledgers, not all distributed ledgers
are blockchains [4].

This paper is structured as follows: firstly is given an overview of related
work in the scope of permission management in IoT systems. Afterwards, it is
given a description of the purposed solution architecture. Then we address some
core details of the proof-of-concept implementation. Finally, some final remarks
are presented, summing up the contributions as well as pointing out further
developments.

2 Related Work

The problem of access control has already been covered in the literature. We can
observe different ways of controlling and managing accesses in different situa-
tions in our everyday technological systems. There exists a problem of defining
permission rules, typically known as policies, alongside with the problems related
with inconsistency between rules [9].
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One of the more common and widespread approaches is the Access Control
Lists (ACL), commonly used in modern operating systems. ACL consists of a
list associated with an object that specifies all the subjects that can access the
object, along with the access level (or rights) to the object [7].

Other systems use Access Control Matrix, in which each row represents a
subject, each column an object and each entry is the set of access rights for that
subject to that object [7].

There are also more configurable and extensive solutions like Role-Based Ac-
cess Control (RBAC) and Attribute-Based Access Control (ABAC) [10]. RBAC
define the user’s access right basing itself on his/her roles and the role-specific
privileges associated with them. The ABAC system extends the RBAC role-
based features to attributes, such as properties of the resource, entities, and the
environment [8].

Yet another approach is the Entity-Based Access Control (EBAC) system [1],
which allows the definition of more expressive access control policies. This is
accomplished by supporting both the comparison of attribute values, as well
as traversing relationships along arbitrary entities. Moreover, Bogaerts et al.
presents Auctoritas as an authorization system that specifies a practical policy
language and evaluation engine for the EBAC system [1].

Some research has been done towards the use of blockchain in access con-
trol systems and IoT. Ouaddah et al. propose a new Access Control Model for
IoT systems, called FairAccess, as a decentralized pseudonymous and privacy-
preserving authorization management framework. Although the novelty of the
solution, their solution introduces a new access model which implies the disre-
gard of already widespread access control models [12].

3 Approach Overview

Our approach makes use of an Access Control Matrix, alongside with Blockchain
technology, for access control management IoT-based environments. Such ap-
proach allows us to define fine-grained access control while maintaining highly-
scalability, distributed with integrity, authenticity, auditability, and immutabil-
ity.

A proof-of-concept of the approach hereby described and detailed was imple-
mented in order to enable the concept to be tested and validated.

3.1 Access Control Model

In our solution, we use an approach similar to the Access Control Matrix, which
allows the establishment of a correspondence between a subject, an object and a
set of rights. In our approach we consider that each transaction of the blockchain
corresponds to one entry of the type <subject, permission, object>, similar
to Access Control Matrix, where:

– subject: entity or individual that have certain level of permission over an
object.
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• <Subject(A), READ, Object(A)>
• <Subject(A), WRITE, Object(B)>
• <Subject(B), READ/WRITE, Object(B)>

• <Subject(A), NONE, Object(A)>
• <Subject(A), READ, Object(B)>
• <Subject(B), READ, Object(A)>
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Fig. 2. Example of two system blocks, transactions data and resulting snapshot.

– object: referenced object over which the subject have some access level per-
mission. This object is stored outside the blockchain being only referenced
by it.

– permission: permission level that a given subject has over some object. The
value of this field can be one of four, namely:
• NONE: Subject has no access to the object. Is used as a way to revoke

previously given permissions.
• READ: Subject has read access to the object.
• WRITE: Subject has to write access to the object.
• READ/WRITE: Subject has all the rights over the object.

There are a few core concepts in the definition of the logic of this access
control model, as follows:

– A snapshot corresponds to the state of the blockchain at a given moment,
reflecting the result of processing all the transactions in the timestamped
and indexed order they appear in the chain, from the genesis block until the
last block accepted in it.

– A new transaction establishes a relationship between a subject and a object,
with a certain permission level.

– If there is a previous relationship between the same subject and object in
the system it is overridden by the most recent one.

– From the moment that a permission is revoked (permission level NONE), the
relationship subject and object does not appear in the blockchain snap-
shot.

These core concepts are demonstrated in Figure 2, where are shown the data of
two blocks in the blockchain as well as a resulting snapshot of those two blocks
of transactions in the order they appear.
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3.2 Block Model

• index

• timestamp

• data

• digitalSign

• nonce

• previousHash

• hash

• index

• timestamp

• data

• digitalSign

• nonce

• previousHash

• hash

• index

• timestamp

• data

• digitalSign

• nonce

• previousHash

• hash

Block 51 Block 52 Block 53

Fig. 3. Example of a excerpt of the blockchain with details of each block content.

We make use of a simple, implemented from scratch, blockchain. The model
of each block is similar to the ones used in the Bitcoin system but with some par-
ticularities, one of which is the abstraction of the data present in the blockchain.
The basic structure of a block in our chain is given in Figure 3, being each field
detailed as follows:

– index: Corresponds to the index of the current block in the blockchain.
– timestamp: Timestamp corresponding to when the block was generated.
– previousHash: Hash of the previous block in the chain.
– digitalSign: Digital signature of the current block data.
– data: Content of the block. Corresponds to a set of transactions describing

the access control policies. Further details on this are described in subsection
3.1.

– nonce: Value that is set so that the hash of the block will contain a run of
leading zeros. This value is calculated iteratively until the required number
of zero bits in the hash is found. This requires time and resources, making
it so that the correct nonce value constitutes proof-of-work.

– hash: A SHA256 hash corresponding to the block data. This hash must have
a leading a priori defined sequence being the size of the leading sequence
what defines the effort of the proof-of-work.

The use of hashes allows us to maintain integrity along the immutable chain
without a central authority, since any change in the data would result in a
different hash, invalidating the blockchain. Authenticity is assured by the assign
of a key-pair to each entity with access to the blockchain, identifying who write
each block in the chain.

3.3 System Architecture

The blockchain is a technology distributed by default, working as a peer-to-peer
network connecting the different nodes through a WebSockets interface. Nodes
in the network synchronize between each other by following a set of rules:
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– When a new block is generated by a node, this block is broadcast to the
network;

– When a node connects to a new peer in the network it queries for the latest
block;

– If a node finds a block that has a higher index than the last known block, it
either adds the block to its current blockchain (in the case of the difference
is equal to one node) or queries another node to for the full blockchain.

Blockchain Node (1)

Business Facade

Blockchain Node (2)

Business Facade

Blockchain Node (3)

Business Facade

Fig. 4. Example of a distributed access control network integrating three distinct fa-
cilities, each one running one or more Business Facade over each Blockchain Node.

With the objective of building an architecture based on micro-services where
we can easily adapt and rearrange logic components with minimal downtime
and easily scale, we split the data model logic (access control model) from the
blockchain logic, making two separated but interconnected micro-services. The
network logic of this system can be observed in Figure 4, where the Business

Facade have knowledge about the access control model. This Business Facade

communicates with the corresponding node, Blockchain Node, in the blockchain
network through an HTTP interface exposed by the node.

A diagram on how the different modules and entities are related is shown in
Fig. 5. Any third-party with interest in the IoT data, including service or appli-
cations that relies on such, should first communicate with one of the Business

Facade to certify that the entity trying to access the data, or using that ser-
vice/application, is rightful to access the data exposed by it. Furthermore, if
this is the first data access request by some 3rd party, the request must be,
in the first place, be approved by some administrative mechanism or entity on
some Edge Device/Application. A sequence diagram exposing a more detailed
representation of this interaction is given in Fig. 6.

It is relevant to point that the blockchain implemented is fully private. This
means that the write permissions to the blockchain are kept centralized to one
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Applications
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Fig. 5. Description of the different relationships on the architectural approach de-
veloped, focusing on how the different modules, namely, the Business Facade and
Blockchain Node, interact with the external entities, namely, the 3rd Parties and
administration entities by the means of Edge Devices / Applications.

organization, generally, as pointed out before, the government, but read permis-
sions to the chain can be public or restricted to an arbitrary extent.

Fully-private blockchain [2] are advantageous in the context of our approach,
up front because they are cheaper. This is verified because transactions only
need to be verified by a few nodes that can be trusted to have very high pro-
cessing power (e.g. one node per facility), is this the blockchain miner nodes.
Also, in this model, there is no need of incentives (e.g. in Bitcoin, miners are
motivated by Bitcoin rewards) because it is of interest to the facilities to keep
the blockchain running. Furthermore, if desired, the rules of the blockchain can
be altered at some point by the owner institution and faults can be fixed by
manual intervention if needed.

At the Business Facade level, a non-distributed basic blockchain was im-
plemented as a way to store the different blockchain snapshots. This approach
is used to reduce the need to execute all the transactions from the genesis block
each time that we require a new snapshot in order to get the active policies. Yet,
this concept is just a preliminary approach on how to store different snapshots
along the lifecycle of a client, needing further developments.

4 Implementation Details

During the implementation of the proof-of-concept, some decisions were made; we
describe these details here with the intent of helping the reader to re-implement
a similar system.

The Blockchain Node and Business Facade were both implemented using
Node.js, for no particular reason besides the simplicity of the language and
availability of libraries. The built-in crypto module [6], for example, immediately
provides us with a mechanism to digitally sign the blocks payload using public-
key cryptography (using RSA-SHA256) and to calculate the hashes of each block
using SHA256 algorithm.
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Access Resource

Access Resource

3rd Party3rd Party
Edge Devices / 
Applications

Edge Devices / 
Applications

Business FacadeBusiness Facade

altalt

Policy Not Found

Policy Found

Blockchain NodeBlockchain Node

Can Party Access Resource

Access Verification

Access Response

eHealth ResourceseHealth Resources

altalt

Access Blocked

Access Allowed
Resource

New Access Control Policy  

Access Response

Access Verification

Access Control Policy Creation

Party Can Access Resource

Fig. 6. Sequential view on how some 3rd Party can access or request access to an IoT
resource or device data, detailing the communication between the inner modules of the
architecture. Is it also visible the process of creation and/or renewal of access control
policies.

This proof-of-work works on a brute-force basis. The nonce is iteratively
incremented until the resulting SHA256 hash matches the a priori defined num-
ber of leading zeroes — this is similar to the Bitcoin system and establishes the
“effort”. We can easily tweak the “effort” to better suit our use-case.

5 Final Remarks

In this paper, we present an approach to solving the problem of managing access
control in the IoT ecosystem. Access Control is a special complex task in IoT
systems since resources and data are distributed among different entities. This
approach consists of using blockchain alongside with the use of access control
policies, stored as transactions.

For purposes of supporting the plausibility of our solution, a proof-of-concept
was designed and implemented. This proof-of-concept allowed us to make some,
even if preliminary, tests and validations over our approach, namely it’s scala-
bility, fault-tolerance, and correctness.

Overall, we determine that our approach is viable, giving diverse advantages
when comparing to the in-place systems. This advantages, although not limited
to, includes the integrity, auditability, and authenticity of the access control
policies in the system, since this proprieties are inherent to a blockchain system.

Further research needs to be pursued in order to make such approach production-
ready. In this context, further testing and validation are needed to assess the
scalability proprieties of such system. This includes testing large-scale scenarios
with different node dynamics, i.e., adding, removing ad invalidating nodes on-
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the-fly. Also, tests dealing with malicious attacks by third-parties or cases when
one or more nodes of the blockchain are compromised should be pursued.
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Abstract. Security systems are a crucial part of our society in order to
guarantee privacy and content protection. Despite their constant evolu-
tion they keep being exposed to new threats and consequently compro-
mised. Biometrics were inserted in this context to try to provide addi-
tional security. In this paper we survey the current methodologies regard-
ing heart-based biometrics, categorized in fiducial and non-fiducial based
approaches, and exposed their achievements when considering Electro-
cardiogram (ECG) and Photoplethysmogram (PPG) signals. Moreover,
several of the presented studies achieve 100% accuracy for individuals
identification and negligible Equal Error Rate (EER) in authentication,
lower than 5%.

Keywords: Security Systems, Biometrics, Electrocardiogram (ECG),
Photoplethysmogram (PPG)

1 Introduction

Technology has become a significant part of our lives. Whether to be used for
professional or recreational purposes, it is undeniable the presence of technolog-
ical devices such as smartphones, personal computers or smart wearables. They
provide fast and convenient access to several tools and services, such as online
banking or fast money transactions, relying on the devices’ security. However,
when evaluating the current authentication systems it is evident the need for
improvement due to security hazards.

Credential-based systems are yet the standards when protecting sensitive
data in spite of being easily comprised, whether using social engineering, phish-
ing, password guessing or even due to password hash databases leakage. Further-
more, passwords defined by people, tend to be easily cracked due to its simplicity.
Nevertheless, when considering measures to enforce security or access control,
different methods are used, such as tokens. Although, being a physical object,
tokens are also exposed to vulnerabilities, from the most basic - misplacement
or robbery - to more complex methods, such as cloning.
As a way to circumvent these vulnerabilities, a different concept emerged that
resourced to physiological features to distinguish people - Biometrics. Through
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out the years several modalities were presented, such as the usage of human fin-
gerprint, face recognition, handwriting, the human eyes, specifically the iris and
more recently the heartbeat [21, 6, 9, 19]. However, and despite adding another
layer of security to several systems, most of them were proved to be compro-
mised, whether using high resolution photos to delude facial recognition, creating
contact lets to replicate the iris or even by building physical models on latex to
mimic fingerprints [24, 18, 20, 12].
In this regard, systems that rely on the heartbeat are emerging due to its intrin-
sic properties desirable for the purpose of authentication and also identification,
namely universality : since every person possesses this characteristic; liveness
detection: as the signal derives from cardiac cycle, liveness analysis is trivial;
uniqueness: meaning that, due to its physiological origin, and despite the gen-
eral pattern being similar among individuals, there is a wide variability among
them; robustness: since it relies on physiological events it naturally hamper its
replication [1, 26].

For the aforementioned reasons, this work will focus on evaluating this promis-
ing modality and its feasibility in the context of current authentication systems.
We will start by exposing some background knowledge in Section 2, namely all
the constituting stages of an authentication / identification system, specifically
pre-processing, feature extraction and classification, and the waveform signals
evaluated. Then, we will expose the two main approaches described in the lit-
erature, namely fiducial dependent and fiducial independent in Sections 3 and
4, respectively. Finally we will highlight the differences between methodologies
and discuss their application and viability in Section 5.

2 Background Knowledge

Heart-based biometric systems can resource to several signals derived from the
heartbeat, being the most common, Electrocardiogram (ECG), Photoplethys-
mogram (PPG), Phonocardiogram (PCG) and Electroencephalogram (EEG).
However, for the purpose of this work we will focus of the first two, which will
be subsequently described.

2.1 Waveform Signals

Over the past centuries, physiological signals have been used strictly for medical
purposes. However, biometrics systems introduced a new paradigm in security
systems. These waveform signals can contain a great amount of information
while varying on the form of extraction.

Electrocardiographic (ECG) Wave

Caused by periodic depolarization and repolarization of atria and ventricle of the
heart, ECG consists of a waveform signals, represented by several heartbeats,
that allows measuring the variation of the electrical activity of the heart over
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time.
Furthermore, a heartbeat consists of three major segments: P wave, QRS com-
plex and T wave, illustrated in Figure 1, which corresponds to different stages
of the cardiac cycle, i.e. atrial depolarization, ventricular depolarization and
ventricular repolarization, respectively.

Fig. 1: Illustration of the ECG waveform traits.[29]

The PPG signal is obtained by capturing the variations of blood density in
the capillaries. This variation is measured using an optical sensor composed by
a light transmitter source (Light Emitting Diode (LED)) and a photo resistor
(Light Dependent Resistor (LDR)). The sensor is placed directly over the skin
to emit light that will penetrate into the blood vessels. The reflected light is then
captured by the LDR creating a waveform signal as illustrated in Figure 2a.

The PPG waveform comprises three components, namely the systolic peak,
the dicrotic notch and the diastolic peak (Figure 2b), related with the two specific
occurrences. The systole, when the ventricles contract, ejecting the blood from
the lower chambers to the organs, and the diastole, when the ventricles are
relaxing and filling with blood.

2.2 Pre-processing

Data pre-processing in an essential step in almost every field that relies on ex-
tracting features from data. In this specific case, this stage consists of the dis-
posal of unnecessary data that could interfere with the correct recognition of
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(a) Schematic representation of a
PPG sensor. [3]

(b) PPG waveform major traits. [10]

Fig. 2: Illustration of the PPG sensor and waveform signal.

individuals. Considering both ECG and PPG, this stage consists of removing
noise artifacts from the waveforms. Generically, these noise artifacts are concen-
trated in two frequency ranges: high-frequency, cause by powerline interference
and low-frequency caused by deep breathing or muscular movement [1].

2.3 Feature Extraction

After the pre-processing stage, features are extracted from the processed signal.
It’s in this stage that lies the main differences, consisting essentially on the usage,
or not, of fiducials. Fiducial points consists of elements marked in the signal used
for measurements. In the case of waveform signals, they can depend on time or
amplitude.

2.4 Classification

Analogously to every security system, there is a stage at which the system decides
based on the input. However, in biometric systems, the classification process does
not depend exclusively on a direct match. Instead, the system will have to classify
the sample considering that biologic data is changing over time. For this reason,
these systems typically use machine learning algorithms, so it can learn based
on the data acquired in the enrollment - where the user feeds his physiological
data to the system, so it knows to whom the data belongs to.

3 Fiducial Based Approaches

Fiducial based, or fiducial dependent approaches, resources to the fiducial marks
of the waveform signals. Regarding ECG, the data was obtained with different
combinations of leads - the electrodes placed over the body to detect electrical
activity. As for the PPG, signals were obtained using a one-piece device, thus
we can consider it as one lead.
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Biel et al. [4] evaluated the possibility of human identification using a 12-lead
ECG analysis. They collected 50 samples from 20 individuals and extracted 360
features per subject. By evaluating feature’s correlation between leads, they re-
duced the number of leads considered. by repeating the process they were able
to narrow the number of features to 12. Using Soft Independent Modeling of
Class Analogy (SIMCA) with a wide range of test sets, varying on the number
of features, they were able to correctly classify 49 of the 50 samples in several
tests, and obtained 100% accuracy in one of them.

Using an ECG one-lead extraction, Shen et al. attempted in [23] individu-
als identification by focusing on feature extraction from the QRS complex and
the normalized QT interval. They achieved 95% and 80% accuracy by classifying
samples using template matching, and Decision Based Neural-Network (DBNN),
respectively. Later, in [22], and using a single ECG lead they added an ex-
tra step after the pre-processing, which they called pre-screening, consisting of
filtering the samples to classify using template matching. By extracting 17 fea-
tures, mostly from the QRS complex, they achieved 100% accuracy in small
pre-determined groups, of 10, 20 and 50 people, and, 96% and 95.3% for groups
of 100 and 168 subjects, respectively.

In [13], Gu et al. used PPG signals for human identification. They collected
a 1 minute sample per subject with a sampling rate of 1KHz. The pre-processing
consisted of a smoothing technique and, as features, they considered the number
of peaks in each pulse, upward slope from the bottom to the top of the first peak,
downward slope from the last peak to the bottom, and the time interval between
the bottom point and the first peak point. For the classification they used Eu-
clidean distance between the sample and the template obtaining 94% of accuracy.

Israel et al. evaluated in [15] the influence of the state of anxiety when using
the heartbeat for identification. They started by extracting 15 features from the
local maxima P, T and R, and from P’, T’ and L’, being the prior and the second
the endpoints of the P and T waves, respectively, and the latter the beginning
of the P wave. Using stepwise correlation analysis they reduced the feature set
to 12. With Linear Discriminant Analysis (LDA) and standard majority voting,
they correctly classified 82% of the heartbeats and 100% of the individuals, for
the data obtained from the neck, and 72% of the heartbeats and 100% of the
individuals when obtaining the data from the chest.

Wübbeler et al. used Einthoven triangle scheme (three lead extraction) for
human verification and identification with ECG, in [30], using Physikalisch-
Technische Bundesanstalt (PTB) public dataset. They defined a bi-dimensional
feature vector (Hx, Hy), where the prior consisted of the main lead data, and
the latter the combination of the remaining leads. Features were extracted with
a window interval of 100ms centered in the QRS complex. Using Nearest Neigh-
bors (NN) and several thresholds, they correctly identified 98, 1% to 99% de-
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pending on the threshold, and an Equal Error Rate (EER) between 0.2% and
2.5%.

Yao et al. performed a pilot study in [31] resourcing to PPG derivatives to
evaluate both, subject identification and discrimination. With a pulse oximeter,
they collected 70 seconds samples from three subjects at a 300Hz rate and gener-
ated 9 datasets using a 9 step process. First they applied a Chebyshev low-pass
filter, then randomly selected a pulse, which would be then fitted with a 10th or-
der polynomial to extract the first 1st and 2nd derivatives. From the derivatives,
they obtained respectively, the number of maximum and minimum points, and
inflection points. The authors stated that high-order derivatives enable more
discriminative attributes, but become more sensitive to noise. However, when
considering low order derivatives, features become more robust and less sensi-
tive, requiring weights assignment.

Using PPG signals, Wei et al. proposed a novel algorithm in [28] to elimi-
nate baseline drift. The pre-processing stage consisted of outlier removal, Finite
Impulse Response (FIR) low-pass filtering and baseline drift removal using the
proposed algorithm. Their algorithm was based on the application of a series
of low-pass and high-pass filters and recomposing the wave with wavelet re-
construction. They extracted the features using a cubic spline interpolation and
enhanced differentiation. Using traditional differentiation they obtained an EER
of 4.1% reduced to 0 when using their enhanced approach.

In [25], Spachos et al. explored the possibility of using PPG for identification
testing their methodology with two PPG datasets, OpenSignal and BioSec, con-
taining data from 14 and 15 healthy subjects, respectively. For the pre-processing
stage, they started with peak detection, then segmented the signals and finally
they normalized and performed time domain scaling. For the feature extraction,
they used LDA and generated two datasets, for training and testing. For the
classification they used NN and majority vote while using a threshold approach
to accept or reject the input data. They achieved False Acceptance Rate (FAR)
and False Rejection Rate (FRR) of 0.5% on Opensignal and and EER of 25%
on BioSec.

Bonissi et al. presented in [5] a method based on correlation and template
matching in a scenario of continuous authentication using PPG. Starting with
the signal pre-processing, they used a third order high-pass Butterworth filter
with a cut-off frequency of 0.1Hz. To extract the features, they generated several
T templates containing a different amount of heartbeats each. Each template
was obtained by performing the following iterations: 1) Segment the signal into
a matrix H; 2) Apply Pan-Tompkins algorithm to detect peaks; 3) Compute the
average number of hearbeats (S’) per entry in H; 4) Compute the maximum
cross-correlation C between heartbeats from H and the average heartbeat S’; 5)
Store N hearbeats corresponding to maximum number of C in T; 6) Discard the
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signal if the correlation was lower than the threshold. To classify the samples,
they computed the similarity score of two templates by generating a maximum
cross-correlation matrix (M) between every signal belonging to both templates.
The matching score was obtained with the mean(M), median(M), 90%(M),
95%(M) and max(M). From the signals, they generated three datasets, DB20,
DB30 and DB40, where each sample had the duration of 20, 30 and 40 sec-
onds, respectively. For regular authentication, they achieved 5.29% EER with
DB40 while in a continuous authentication scenario the EER was 13.55% for
an interval of 400 seconds.

Carreiras et al. exposed in [7] a biometric system model using ECG. The
data was obtained from 12 leads, however the authentication was performed
with a single lead, placed in the finger. They started by extracting the QRS
complex, removed the outliers using DMEAN [17] and finally storing the gen-
erated templates. With an adaptive threshold approach, and using k-Nearest
Neighbors (KNN) with k = 3 they classified the samples and discarded the
ones exceeding the threshold. They tested their model with two datasets, P618
and Baseline, obtaining an EER of 9.01% and Error of Identification (EID) of
15.64% for the prior, and 13.26% EER and 36.40% EID for the latter.

Akhter et al. evaluated in [2] the usage of Heart Rate Variability (HRV)
for authentication with PPG signals. The dataset consisted of 2430 R-R In-
terval (RRI) sequences of 81 subjects, with 10 samples each. As features, they
extracted: Root Mean Square of Successive Differences (RMSSD), Mean Heart
Rate (MeanHR), Mean, Median, Standard Deviation of Heart Rate (SDHR) and
the Maximum and Minimum interval duration in a particular RRI. Using Eu-
clidean distance, with a threshold of 0.07, they achieved a recognition rate of
86.7% and an EER of 17%.

4 Fiducial Independent Approaches

Opposing to fiducial based approaches, fiducial independent approaches rather
than relying on features obtained from time and frequency domains, are ex-
tracted from the morphology of the signal. Thus, enabling to bypass some con-
straints of the fiducial approach, such as signal synchronization.

Plataniotis et al. presented a novel approach in [14] for individuals identifica-
tion using fiducial independent approach. Starting with an hybrid approach, they
extracted appearance-based and analytic features. By presenting a novel method:
AC/DCT which consists of computing the Auto Correlation (AC) coefficients
and subsequently apply Discrete Cosine Transformation (DCT) for dimensional-
ity reduction, they were able to discard the appearance-based features. Among
several tests, they achieved 100% of individuals recognition on 14 subjects.
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In [27] Wang et al. compared both approaches by extracting fiducial features
and applying the AC/DCT method proposed in [14] on ECG signals. For the
fiducial-based, they used P, Q, R, S, T and, P’ and T’, where the last two were
the endpoints of the P and T waves, respectively. First they segmented the ECG
samples into several windows containing multiple beats. Then, each window was
submitted to the AC/DCT, discarding the least significant values. Using two
datasets, PTB and MIT-BIH Arrhythmia Database (MIT-BIH), they obtained
100% and 94.88% accuracy with the fiducial approach, and 84.61% and 100%
accuracy with the AC/DCT method, for PTB and MIT-BIH, respectively.

Using ECG and PCG, Fatemian et al. evaluated human identification with
physiological signals in [11]. Their simple approach consisted of using Discrete
Wavelet Transform (DWT) for noise reduction and a threshold decision for the
classification. Settings the threshold to 0.85 and 0.98, they successfully identified
respectively 95.37% and 90.6% of the samples.

Jung et al. presented in [16] a method to improve individual identification
with ECG signals using DCT for window removal. For their experiment they
used three datasets, Normal Sinus Rhythm Database (NSR), PTB and QT
Database (QT) with a total of 672 subjects. The pipeline consisted of first,
generate several windows of 5 seconds per signal, then pre-process the ECG sig-
nals using Daubechies 4 for noise removal, compute and scale AC coefficients
and apply the DCT, and finally remove the unrecognizable windows. Regarding
the classification, and comparing NN, Support Vector Machine (SVM) and LDA,
they achieved the best results with the latter by correctly identifying 100% of
the subjects of every dataset, while obtaining a window identification accuracy
of 98.67%, 98.65% and 99.23% for NSR, PTB and QT, respectively.

5 Discussion and Conclusion

Among the studies presented, there are several particular aspects concerning
each waveform signal. ECG signals contain more identifiable components, thus
containing more information. However, the correct identification of each compo-
nent require signal synchronization, specifically when considering fiducial based
approaches. Moreover, as the signal is not periodic but highly repetitive [8], it is
affected by HRV. Nevertheless, the great majority of the studies converge to this
waveform due to its versatility in terms of the amount of information available.

Regarding PPG signals, it is composed essentially by three segments, thus
providing less information than ECG. However, the PPG sensor is currently
present in the majority of the smart wearables whereas ECG sensors are just
starting to be introduced in this context.

Nevertheless, every study presents promising results leading to the conclusion
that it is in fact possible to use heart-based signals for the purpose of human
identification and consequently authentication. Notwithstanding, the signals du-
ration may yet be a constraint when considering a heart-based biometric system,
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as the shortest duration observed was 5 seconds. Nonetheless, in a context of
continuous authentication this may be a potentially optimal solution due to its
intrinsic characteristic, specially liveness detection and robustness.
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7. Carlos Carreiras, André Lourenço, Ana Fred, and Rui Ferreira. Ecg signals for
biometric applications-are we there yet? In Informatics in Control, Automation
and Robotics (ICINCO), 2014 11th International Conference on, volume 2, pages
765–772. IEEE, 2014.

8. Chuang-Chien Chiu, Chou-Min Chuang, and Chih-Yu Hsu. A novel personal iden-
tity verification approach using a discrete wavelet transform of the ecg signal. In
Multimedia and Ubiquitous Engineering, 2008. MUE 2008. International Confer-
ence on, pages 201–206. IEEE, 2008.

9. D Dumn. Using a multi-layer perceptron neural for human voice identification. In
Proc. Fourth Int. Conf. Signal Process. Applicat. Technol, 1993.

10. Mohamed Elgendi. On the analysis of fingertip photoplethysmogram signals. Cur-
rent cardiology reviews, 8(1):14–25, 2012.

11. S Zahra Fatemian, Foteini Agrafioti, and Dimitrios Hatzinakos. Heartid: Cardiac
biometric recognition. In Biometrics: Theory Applications and Systems (BTAS),
2010 Fourth IEEE International Conference on, pages 1–5. IEEE, 2010.

12. Robert W Frischholz and Ulrich Dieckmann. Biold: a multimodal biometric iden-
tification system. Computer, 33(2):64–68, 2000.

13. YY Gu, Y Zhang, and YT Zhang. A novel biometric approach in human verifi-
cation by photoplethysmographic signals. Information Technology Applications in
Biomedicine, 2003. 4th International IEEE EMBS Special Topic Conference on,
2003.

14. IEEE. ECG biometric recognition without fiducial detection, 2006.

15. Steven A Israel, John M Irvine, Andrew Cheng, Mark D Wiederhold, and Brenda K
Wiederhold. Ecg to identify individuals. Pattern recognition, 38(1):133–142, 2005.

Proceedings of the 13th Doctoral Symposium in Informatics Engineering - DSIE’18

1st Edition, 2018 - ISBN: 978-972-752-230-9 p.216



16. Woo-Hyuk Jung and Sang-Goog Lee. Ecg identification based on non-fiducial
feature extraction using window removal method. Applied Sciences, 7(11):1205,
2017.

17. André Lourenço, Carlos Carreiras, Hugo Silva, and Ana Fred. Ecg biometrics: A
template selection approach. In Medical Measurements and Applications (MeMeA),
2014 IEEE International Symposium on, pages 1–6. IEEE, 2014.

18. Tsutomu Matsumoto, Hiroyuki Matsumoto, Koji Yamada, and Satoshi Hoshino.
Impact of artificial gummy fingers on fingerprint systems. In Electronic Imaging
2002, pages 275–289. International Society for Optics and Photonics, 2002.

19. Michael Negin, M Salganicoff, and Grace G Zhang. An iris biometric system for
public and personal use. Computer, 33(2):70–75, 2000.

20. P Jonathon Phillips, Alvin Martin, Charles L Wilson, and Mark Przybocki. An
introduction evaluating biometric systems. Computer, 33(2):56–63, 2000.

21. Ashok Samal and Prasana A Iyengar. Automatic recognition and analysis of human
faces and facial expressions: A survey. Pattern recognition, 25(1):65–77, 1992.

22. Tsu-Wang Shen, Willis J Tompkins, and Yu Hen Hu. Implementation of a one-lead
ecg human identification system on a normal population. Journal of Engineering
and Computer Innovations, 2(1):12–21, 2011.

23. Tsu-Wang Shen, WJ Tompkins, and YH Hu. One-lead ecg for identity verification.
In Engineering in Medicine and Biology, 2002. 24th Annual Conference and the
Annual Fall Meeting of the Biomedical Engineering Society EMBS/BMES Confer-
ence, 2002. Proceedings of the Second Joint, volume 1, pages 62–63. IEEE, 2002.

24. Yogendra Narain Singh, Sanjay Kumar Singh, and Phalguni Gupta. Fusion of elec-
trocardiogram with unobtrusive biometrics: An efficient individual authentication
system. Pattern Recognition Letters, 33(14):1932–1941, 2012.

25. Petros Spachos, Jiexin Gao, and Dimitrios Hatzinakos. Feasibility study of photo-
plethysmographic signals for biometric identification. 17th DSP 2011 International
Conference on Digital Signal Processing, Proceedings, (March 2016), 2011.

26. Ya-Ting Tsao, Tsu-Wang Shen, Tung-Fu Ko, and Tsung-Hsing Lin. The mor-
phology of the electrocardiogram for eevaluating ecg biometrics. In e-Health Net-
working, Application and Services, 2007 9th International Conference on, pages
233–235. IEEE, 2007.

27. Yongjin Wang, Foteini Agrafioti, Dimitrios Hatzinakos, and Konstantinos N Pla-
taniotis. Analysis of human electrocardiogram for biometric recognition. EURASIP
journal on Advances in Signal Processing, 2008:19, 2008.

28. Chen Wei, Lei Sheng, Guo Lihua, Chen Yuquan, and Pan Min. Study on condi-
tioning and feature extraction algorithm of photoplethysmography signal for phys-
iological parameters detection. Proceedings - 4th International Congress on Image
and Signal Processing, CISP 2011, 4:2194–2197, 2011.

29. Psychology Wiki. Electrocardiography. (Online; accessed march 10, 2016).
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Abstract. Automatic network packet generation is widely used on several ap-

plication domains, namely on producing network packet datasets, to launching 

malicious activity through the network or simply to understand and learn how 

computers networks behave. This paper aims to present a framework to auto-

mate the construction of IP network packets based on open source components. 

It is a work in progress where the main goals are twofold: to define an input 

format to identify the IP packets flows; and to automate IP packets construction 

for further injection in the network or offline processing. Results obtained so 

far are promising and prove the usefulness of such a framework in the context 

of network administration. 

Keywords: Computers network, IP, dataset, TCP/IP, intrusion detection. 

1 Introduction 

IP network packets generation is widely used by networking practitioners, to test new 

network administration applications, like network intrusion detection systems, but also 

to understand how IP networks and protocols would behave in real scenarios. The over-

all idea is to automatically generate network packet datasets that could be further in-

jected in the network interface. Metasploit (https://www.metasploit.com/) allows us to 

generate and launch anomalous and illegitimate network traffic. A wide set of network 

simulators can be used to generate traffic flows and to simulate their behavior in test 

scenarios, like the well-known NS2 (https://www.isi.edu/).  

Existing network datasets, used to test classifiers or detectors, have some drawbacks, 

like those identified in the well-known KDDCUP 1999 DARPA dataset [1,2], mainly 

because they are based on synthetic and artificially generated flows. 

In this paper we present a framework to automate the construction of network pack-

ets that can be further injected on the interface card or collected to a dataset for offline 

analysis and processing. The packets are generated based on an input specification, in-

tegrate an IP flow and may include both normal and anomalous network activity. The 

development was made in Perl and took advantage of the Net::RawIP Perl module [3]. 

In this first stage of development we have only used IP packets flows related with the 

most common TCP/IP protocols, namely TCP, UDP and ICMP.  
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The paper is organized as follows: section 2 describes the framework and its main 

components; section 3 presents the preliminary results obtained, and finally, on section 

4 we discuss the conclusions and delineate the future work. 

2 Framework 

Figure 1 depicts the building blocks involved in the framework. There are four main 

blocks: the input text file that specifies the IP packets generation rules; the Perl script 

that implements the packet generator; a module for packets analysis and validation to 

verify the correctness of the packets produced, and finally, an output module that injects 

packets to the network interface or produce a file with the packets in PCAP format, for 

further offline usage. 

 

Fig. 1. General overview of packet production framework 

Figure 2 depicts the format of the input file and an example of two entries. It is a part 

of a CSV file (one packet per line) in which the following IP, TCP and UDP header 

fields were considered: source and destination IP addresses; source and destination 

ports; TTL; upper layer protocol type; checksum; TCP flags (seq, ack, rst, syn,fin); 

packet and segment identification and application payload data. All the fields are sepa-

rated by the symbol “,”.  

 

Fig. 2. Input text file format 

We have used Wireshark (http://www.wireshark.com/) to visualize and analyze what 

was being injected into the network, thus validating if the packets produced match the 

input parameters defined in the input text file.  

We have also developed Frame Data Retriever (FDR) tool, a graphical application 

to extract and decipher the data collected by the network interface card, at both IP and 

transport TCP/IP layers. FDR, depicted in Figure 3, is also able to calculate IP, TCP 

and UDP headers checksum, useful to verify the integrity of IP packets constructed. 
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Fig. 3. Frame Data Retriever tool 

3 Results 

A comprehensive set of experiments were carried out to evaluate the usefulness of the 

application and to validate the integrity of data produced. 

Table 1. Description of tests. 

Type of test Description Qty. 

Generic tests Synthetic and valid packets constructed to confirm the 

extension’s correct functionality. 
5 

SSH tests Specific to port 22. 2 

Invalid packets tests Erratic checksum fields, wrong source and destination 

ports, and oversized payloads. 
7 

Sender changes tests IP addresses are public. 5 

Table 1 describes the four types of tests considered and the number of tests executed. 

The types are the following: 1) in generic tests synthetic packets with no meaning were 

produced; 2) SSH tests involves network flows in which traffic is sent towards TCP 

port 22; 3) invalid packets tests, related to packets in which checksum fields of both 

the IP and upper layers headers were attempted to be altered. It was possible to identify 

incorrect and altered UDP header checksum that created invalid datagrams further dis-

carded at the destination. Another invalid packet test consisted on increasing the pay-

load length to frames above the maximum transmit unit (MTU) and see the influence 

on the injection and validation processes; 4) in sender changes tests the traffic injected 

into the network had public IP addresses as the Source IP address (Figure 4a). 

a)     

b)    
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Fig. 4. a) Public IP addresses traffic; b) Response to SYN segments. 

We have also executed some variations of these tests, to infer about the robustness of 

the application. Some examples are the creation of packets with invalid checksum, the 

injection of network traffic involving reserved TCP and UDP ports as origin and/or 

destination. In such case, as can be seen in Figure 4c, after sending the IP packet with 

SYN, the destination sent a SYN/ACK pair TCP segment and the operating system sent 

automatically a RST segment. 

4 Conclusions and future Work  

In this paper we have described a generic framework to automate the production and 

validate the integrity of IP packets. The packets produced can be injected in the inter-

face card and/or stored in a dataset for offline processing. We have conducted a set of 

preliminary tests and obtained promising results. Despite the documented limitations 

of Net::RawIP Perl module, the automatization process is robust and the data integrity 

was validated. The framework deployed can help networking practitioners to produce 

their own datasets and to test offline applications and algorithms, such as intrusion de-

tection systems. 

Despite the promising results, this is an ongoing development and some issues are 

planned to be addressed. Enhancing network traffic injection and offline collection of 

packets is an eminent issue that is now under development and refinement. To refine 

the specification language of the input file is another enhancement to be produced. Ba-

sically, it should be possible to produce virtually any kind of packet, both synthetically 

or integrated in an IP packets flow. The use of a formal specification language for the 

input file, namely XML, is also in the list of developments to be made. 

An interesting direction in the integration of this work in a network intrusion system, 

to test and evaluate intrusion detection systems. The flexibility of the input specification 

should give freedom to the network administrator to define the kind of normal and 

anomalous traffic to be produced. Again, in an intrusion detection perspective, the pro-

duction of network traffic could be used to train and refine an intrusion detection sensor 

to the network profile being produced by the traffic generator deployed under this 

framework. 
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Abstract. Network traffic analysis is a key activity for networking prac-
titioners, not only to understand the networking processes and behavior,
but also to detect anomalous activities that could be related with in-
trusions or ongoing attacks. The existing graphical network sniffers are
able to collect and display graphically the packets flows, but fail to iden-
tify real-time anomalous network activity. This paper aims to present a
framework to collect network packets and to display in real-time a set of
indicators that may help the network administrator to identify ongoing
attacks or anomalous network activities. It is a work in progress that
has, at this stage, the goal to develop the network packets collector and
a front-end to analyse network flows indicators in real time.

1 Introduction

The network traffic analysis is a key responsibility of system administrators
(SysAdmin) and other networking practitioners. Besides the understanding of
network activity and behavior, the overall goal is to analyze packets flows and
to further evaluate those that may be related to a network intrusion.

There is a wide set of applications devoted to collect, process, analyse and
report network traffic activity. Network traffic sensors incorporated in intrusion
detection systems (IDS [5]), like Snort-IDS (www.snort.org), are able to alert
the SysAdmin about suspicious flows. Despite its abilities, it is a signature based
IDS without learning and graphical features.

Wireshark [6] is a well-known network sniffer with good graphical and easy
filtering abilities, but fails on the identification of suspicious online traffic. Other
state-of-the-art applications, like tcpdump, allow SysAdmins to automate pack-
ets capture to offline analysis, but fail on graphical abilities and automatically
collecting network packets flows indicators.

In the proposed framework we aim to sniff the network packets and also
to analyse in real-time the flows indicators related with, for example, amount
and type of flows and the amount of packets captured for each flow in a time
frame, normally between five minutes to an half-hour. This paper is structured as
follow. After introducing the fundamentals and nowadays solutions, we depict the
framework and how the pilot application was implemented. Then we describe
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some preliminary tests and, finally, we present conclusions and delineate the
future work.

2 Framework architecture

The framework architecture, depicted in figure 1, has two main modules: sniffer
and web. In other words, the network packets sniffing and the Web data visual-
ization. Modules are independent and the data collected is stored in text format
for sharing between the modules by using JSON format for an easy understand-
ing and processing.

Fig. 1. General overview of the Sniffer Process (Business Process Model and Notation)

The process starts by collecting packets in the network interface card and
further saving them in a Packet CAPture (PCAP) format file. Then all the
binary information related with the TCP/IP protocols involved is parsed and
stored in a JSON file, that can be further processed to be displayed in a web-
based front-end application. Figure 2 illustrates the JSON representation of the
parsing made to the packets, by identifying the header fields related with the
TCP/IP layers [2].

Fig. 2. Packet captured to JSON
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Web analytics module processes the data previously collected in JSON format
into graphics. This module aims to present in real-time and using a web-based
interface, the results obtained by the sniffing process. The visualization process
is fast, intuitive and has useful information about the network packets flows,
being possible to detect in real-time anomalous activity in the network.

Figure 3 illustrates one of charts produced by the application. It is related
with the processing of 15118 packets collected during fifteen minutes on a home
WiFi network. The IP packets carrying TCP segments were grouped by TCP
flags. As shown, ACK is the most used flag by this protocol.

Fig. 3. 15897 grouped TCP flags from a total of 15118 packets

JSON[1] is lightweight format for data interchanging, making the information
universal and readable for any human or tool, meaning that other programs can
read the information because the schema is understandable, unlike binary data
where we need additional knowledge and a specific application that knows the
packet format.

A key for scalability is to keep things simple, dependent-free and easy to
read. This was the driven to adopt JSON for interchanging data between the
script module and the web module. With JSON the web module is not the
only one that may be able to understand and create charts from the captured
data, meaning that other external applications or other modules could also use
it to exchange information. Also, with the advent of new web frameworks and
technologies such as NoSQL[7] databases, it’s possible to develop data-mining
or business intelligence using technologies like Elastic Search[3].

3 Tests and Results

The obtained tests results were promising. Due the simplicity of the application
and the little dependencies, we were able to accomplish almost instant results
when loading the graphics using JSON files with more than ten thousand of
entries of packets captured using real network traffic. This entries were then
processed by the graphics to display the results by protocol (TCP, UDFP or
ICMP), the TCP packets grouped by TCP flags and the packets grouped by
source and destination IP. In this preliminary tests, the big slice is related with
TCP protocol.
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In another of those tests were captured 1552 packets in about 5 minutes
using mainly web traffic and a video streaming. The results got the following
distribution by protocol: TCP with 760 packets, UDP with 630 packets and
ICMP with 162 packets.

To ensure results were correct, the parsed packets were printed out to a
terminal while the script was running. The PCAP file was opened with Wireshark
and compared with the JSON file to view the binary data and compare to check
the integrity and truthfulness of the information in both files.

4 Conclusion and future work

In this paper we presented a work in progress network packets sniffer applica-
tion to instantly allow the SysAdmin to get relevant information in a human
readable way. The preliminary results were satisfactory, both the integrity of the
packets collector and real-time graphical visualization. There are however some
directions to explore in this work, namely: 1) to integrate a detection module to
alert anomalous network activity observed by the abnormal amount of traffic in
the flows, acting in some ways as an out-of-the-box intrusion prevention system
(IPS); 2) to include a data mining and artificial intelligence module to better
analyze the reposts produced and thus enhance the detection module; 3) to im-
plement additional features in the collector, like the ability to save reports, to
have multiple charts in real-time besides the flow analysis; 4) the development
done so far is only for IPv4 networks, being an additional feature to implement
the processing of IPv6 [4] packets.

In a short term the project intends to improve the actual modules by adding
new features that allows the creation of new charts, advanced queries and filtering
in the web module. For the script, more parameters should be added to better
sniff the network. Also, the script must be able to translate a PCAP file as input,
returning a JSON file as output and vice-versa.

In a long term development the framework should have an hybrid IPS dis-
covering new attacks through the use of machine learning methods.
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Abstract. The exponential growth of data produced is increasing both
computational and storage demands of today’s storage infrastructures,
leading to the shift to the next-generation of storage solutions. However,
current software-defined storage systems cannot attend these overwhelm-
ing requirements due to their non-scalable logically centralized controller.
In this paper, we address this challenge by introducing Utopia, a generic
software-defined storage architecture that provides high scalable and flex-
ible control over multiple storage environments. By redesigning the con-
trol plane, we expect to deliver software-defined storage principles to cen-
tralized, hybrid and decentralized storage environments. Furthermore,
this paper provides a vision of a software-defined storage architecture
that we consider to be suitable for the next-generation of storage sys-
tems.

Keywords: Software-Defined Storage, Distributed Storage, Distributed
Computing.

1 Introduction

With the adoption of the cloud computing paradigm, companies can deploy their
solutions in a quick and flexible way, running them on an enterprise-grade IT
infrastructure with a minimal up-front capital expenditure [1]. From a small
network to a massive environment, enterprises can adjust both storage and pro-
cessing capabilities with ease. However, in order to hide the system’s complexity
and at the same time, ensure quality of service (QoS), maintainability, flexibility
and security to end users, several challenges have risen in the construction and
management of these infrastructures. For instance, today’s data centers com-
prise several layers along the IO path such as end user applications, virtual
machines (VMs), several file systems and block devices [14]. Each one of these
layers provide distinct interfaces and procedures to the IO, leveraging a strict and
complex treatment of the IO flow, decreasing the overall system’s performance.
Additionally, since data forwarding, processing and management occurs at the
same place, the ability to enforce policies in the system may be unfeasible. To
address these challenges, Software-Defined Storage (SDS) has emerged recently
to hide all complexities of management and improve control functionality in
the traditional systems [9, 14, 15]. By decoupling the control and management
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tasks of the layers into two distinct components, the control plane and the data
plane, it is easier to enforce policies due to the system’s modularity and flex-
ibility. The SDS control plane is logically centralized and tracks the status of
each data plane layer in order to enforce policies across them. A policy defines
a set of rules to be applied in the underlying storage devices to ensure QoS, for
example, prioritize IO requests or define a maximum throughput limit to the
system. As for the SDS data plane, it can be deployed across several storage
components. By defining a modular and flexible data plane, besides expand-
ing the policy domain, the controller has the ability to fine-tune each storage
component to best meet the end user requirements. Current SDS systems, such
as IOFlow, Retro and Crystal [9, 14, 15], have borrowed several ideas from the
Software-Defined Network (SDN) paradigm such as the decoupling of the con-
trol and the data plane, the logically centralized controller and the data plane
programmability [5, 7]. By adopting these ideas, current SDS approaches seems
to be suitable for small-to-medium infrastructures [14]. However, produced data
is growing at an unprecedented rate and latest projections predict a total of 44
zettabytes by 2020, a 10x increase from 2013 [16]. At the same time, data centers
must increase their storage and computational power in order to keep the QoS
delivered to the end user. As result, traditional SDS systems are unsuitable to
attain these demands due to the overwhelming load on the centralized controller.

To address these challenges, this paper proposes Utopia, a generic software-
defined storage architecture that provides a high scalable and flexible control over
multiple distinct storage systems. Contrarily to the traditional logically central-
ized controller, we introduce a novel approach, by splitting the control plane into
several controllers. Sharing the control and management actions over multiple
nodes, improves the overall scalability of the system. In addition, the Utopia
system is agnostic at two levels: (i) model-agnostic, while traditional SDS sys-
tems only can be applied over centralized models, Utopia is also suitable for
hybrid and fully decentralized models [13]; and (ii) resource-agnostic, by ana-
lyzing the capacity and monitoring the underlying storage components, Utopia
dynamically adapts and enforces policies over the system, thus being suitable for
both homogeneous and heterogeneous environments. Additionally, since the pre-
vious works emphasize more on the data plane design and challenges, we focus
on the control plane, providing a novel and detailed description of its compo-
nents, roles and design challenges. As for the data plane, we present its general
notions and we focus on how Utopia can leverage from existing solutions. With
this paper we provide a vision of a software-defined storage architecture that we
consider to be suitable for the next-generation of storage systems.

The remainder of this paper is organized as follows. We present the back-
ground of software-defined storage and current related work in Section 2. Sec-
tion 3 details about the Utopia control plane design and depicts the general
notions of the data plane and control applications. Section 4 describes the mod-
els that we consider Utopia is suitable for. The paper concludes in Section 5
with relevant observations and future work.
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2 Background

The main goal of any software-defined system is to hide all the complexities
of the management and control functionality of the system resources from the
end users [8]. In this section we present a background of the general notions
of software-defined storage and its challenges, alongside policy related topics..
Lastly, we present a survey of related SDS systems.

2.1 Software-Defined Storage

Recently, SDS solutions have emerged to facilitate the management and simplify
the complexity of data storage systems, and at the same time, maintain an ac-
ceptable level of QoS. As in SDN, the separation of control and management
tasks from the data layers into the control plane and the data plane, is the best-
known principle in SDS. The control plane refers to the software component that
manages and controls the storage resources through a policy-based mechanism.
As for the data plane, it refers to the underlying infrastructure of the storage
assets, enabling dynamic configuration of service and routing properties. Such
isolation introduces novel design principles such as abstraction, flexibility and
modularity, all key properties for supporting scalable solutions over heteroge-
neous applications. However, it also introduces new challenges that may be hard
to solve. For instance, the control plane must provide dynamic configurable func-
tionalities: on one hand to handle and enforce arbitrary policies; on the other
hand, the system may need to self-adjust and apply orchestration policies to
improve the overall system performance and at the same time, meet a certain
QoS level. As for the data plane, it must be fast and cause minimal performance
degradation. Any performance degradation will be noticed as the load on the
system increases.

Another well-known design principle adopted by most of the SDS systems, is
the logically centralized controller [9, 12, 14, 15]. With this centralized unit, yet
physically distributed, the controller has global visibility over the system, being
able to discover and interact with several storage components across the storage
infrastructure. Typically, it maintains and exposes a topology graph to control
applications. By consolidating the control operations to a single control unit,
it eases both development of (centralized) control algorithms and management
and enforcement of policies. As proved in current SDS solution, this traditional
controller is suitable for small-to-medium data storage systems (e.g., small data
centers). However, shifting the current SDS paradigm to a larger storage envi-
ronment with tens of thousands or even millions of nodes such as the Google’s
and Amazon’s data centers, might be an unfeasible task, since the single point
of control will be overloaded with massive amounts of logs and control requests.
Furthermore, with the exponential growth of data produced, the adoption of the
Internet of Things (IoT) paradigm as a storage and computational solution is
becoming more realistic [2, 17]. Similarly, current solutions cannot deliver the
SDS principles to this massive environment.

Proceedings of the 13th Doctoral Symposium in Informatics Engineering - DSIE’18

1st Edition, 2018 - ISBN: 978-972-752-230-9 p.229



4 R. Macedo

2.2 Policies

Policies are rules that define the behavior of a SDS solution, as well as the
actions it must employ over the storage infrastructure. Policy representation
can assume a simple tuple format, as presented in Table 1. The depicted policies
are referred as high-level policies, which are sent from control applications to the
controller. From a single high-level policy, a policy translator generates one or
more low-level policies, corresponding to rules to be applied on the data plane.

The ability to control and enforce policies in storage systems, is one of the
most important characteristics of SDS solutions. However, policy enforcement
is difficult and raises many challenges. Some policies require distributed enforce-
ment, since they may need to be enforced at more than one layer along the
storage infrastructure. For example, policy P2 entails that requests from com-
ponents C2 and C3 should have higher priority, so it needs to be enforced at
all layers along the IO path. Others require to be dynamically configurable (dy-
namic enforcement), since they may need to be adjusted to best meet the system
requirements. For instance, policy P4 requires that the bandwith limit for the
component C1 must be at least 2000 Mbit/s, but can be adjusted based on the
spare system capacity. Additionally, policies are subjected to an admission con-
trol process, that decide their feasibility based on the capacity of the underlying
resources. Finally, some policies may conflict with others due to causal depen-
dencies or non-interoperable results, causing policy overlapping. For instance,
consider policies P1 and P3. Policy P1 entails that all requests from C1 to the
path /src/* must be encrypted with the AES-128 encryption scheme. As for
P3, it entails that all request from C1 and C4 to all paths, must be compressed
with the snappy compression algorithm. Since data compression must be issued
before the data encryption, the policy enforcement rules must act equally.

Policy Policy Type

P1 { C1, Encryption, AES-128, /src/* } Data-oriented
P2 { [C2,C3], Priority, High , * } QoS-oriented
P3 { [C1,C4], Compression, Snappy, * } Data-oriented
P4 { C1, Bandwidth, ≥ 2000 Mbit/s, * } QoS-oriented

Table 1. Example of data storage policies and the respective policy type. For ease of
exposition, we represent policies of the form: {[Storage components], Action, [Action
properties], [Paths]}. Data-oriented policies refers to direct actions over data. QoS-
oriented policies refers to actions over the system behaviour (that could lead to undirect
actions over data).

2.3 Related Work

IOFlow, now extended as sRoute, was the first complete SDS architecture [12,14].
Based on SDN principles, it decouples the control and the data plane and in-
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troduces programmable data plane queues that allow for flexible service and
routing properties. IOFlow enables end-to-end policies to specify the treatment
of IO flows from VMs to shared storage. It also introduces the notions of high-
level policies translation into low-level data plane rules. Further, sRoute include
IO routing abstraction, allowing tail latency control, replica set control and file
cache isolation [12]. Retro is a framework for implementing resource management
policies in multi-tenant distributed systems [9]. Similarly to IOFlow, it separates
the control tasks from the data services into a system- and resource-agnostic data
plane and a logically centralized control plane. Retro also introduces reactive
policies that dynamically respond to the current resource usage of workflows in
the system, instead of relying on static models of future resource requirements.
In addition of the previous SDS solutions, Crystal is a SDS architecture that
pursues an efficient use of multi-tenant object stores [15]. It provides new ab-
straction levels, allowing to add new functionalities at the data plane that can
be immediately managed at the control plane. As for single data plane solutions,
SafeFS is a modular FUSE-based architecture that allows system operators to
simply stack building blocks, each whith a specific functionality (e.g., compres-
sion, encryption, replication) implemented by plug-and-play drivers [11]. This
modular and flexible design allows extending layers with novel algorithms in a
straightforward fashion.

3 Design

Utopia is a generic software-defined storage architecture that provides a high
scalable and flexible control over multiple storage environments. Its design aims
to be model- and resource-agnostic, leveraging the SDS principles to centralized,
hybrid (Figure 2) and decentralized (Figure 3) models, regardless the underly-
ing storage devices. Similarly to previous SDS solutions, Utopia decouples the
control and management tasks from the underlying data components into a con-
trol and a data plane. The data plane follows a queue-based design, delivering
modularity and flexibility to both service and routing properties. It also exposes
a simple control interface that allows the control unit to monitor, control, en-
force low-level policies and dynamically configure the data plane queues to best
meet both user and system requirements. Towards the control plane design, we
introduce a novel principle by splitting the control plane into several controllers
and distribute them across the storage infrastructure. This distribution depends
on the underlying storage model. As result, the control plane is able to assume
a logically centralized controller, a hierarchical controller or a decentralized con-
troller (we analyze these assumptions with more detail in Section 4). Similarly
to the major SDS solutions, the control plane exposes a simple interface to con-
trol applications that can be built on top. This interface allows users (e.g., data
center administrators, management software within the storage infrastructure)
to issue high-level policies and deploy, control and configure the Utopia system.
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3.1 Control Plane

The control plane is an essential part of any SDS solution. It is assigned to control
and manage the storage infrastructure by enforcing policies. However, current
SDS solutions have given more focus to the data plane design, causing the lack
of a clear proposal about the architecture of this component. In this section,
we introduce a novel proposal of the control plane architecture and detail about
its internals. Figure 1 depicts the architecture of the Utopia control plane. The
control plane comprises five major modules: Handler, Watcher, Enforcer, Storage
and Monitor modules.

Fig. 1. Utopia control plane architecture.

Handler Module. This module handles all control and policy related commu-
nications. The PolicyHandler receives both high-level and low-level policies and
converts the high-level ones into a set of low-level policies. It also sends all poli-
cies to the PolicyDB component to be stored. The ControlHandler sends and
receives all control related requests such as data plane logs, control errors and
control decisions. After digest the message, the ControlHandler sends it either
to the ControllerDB or the DataPlaneDB.

Watcher Module. This module is assigned to discover new nodes and com-
ponents in the system, in order to add and control new instances. This is done
through the Finder component and it is particularly useful in decentralized
models, where new nodes join the system without previous notice. The Topology
component maintains a topology graph that contains the data planes structure
and the underlying storage devices. This component provides global (or par-
tial) visibility of the system and helps to improve the enforcement of policies by
choosing where a policy should be enforced or which order a policy must follow
to avoid conflicts.
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Enforcer Module. Based on the Topology and the storage records (Storage
module), the DecisionMaker performs decisions of control and management ac-
tions. A control decision may pass to help a data plane to choose the best con-
figuration to its service and routing properties, or in a more advanced state, per-
form self-adjustments and reconfigurates them on-the-fly. Based on the overall
system performance, the DecisionMaker regularly adjusts dynamic-state poli-
cies. Regarding to management decisions, this component decides and control
background management tasks. For example, upon the failure of the primary
controller in a replicated centralized environment, the remaining replicas can
implement a leader election algorithm to choose the next primary controller.
The PolicyEnforcer analyze and validate the feasibility and correctness of low-
level policies. Depending on the hardness of a policy, the PolicyEnforcer can
relax the policy action to provide a similar QoS level of the original policy.
In addition, this component is in charge of policy enforcement and policy re-
configuration, accordingly the decisions of the DecisionMaker unit. Finally, the
NodeBalancer component arranges storage nodes according to a specific param-
eter. This balancing task can be made in background, transparently to the user.
This component is particularly helpful in hybrid and decentralized environments.
For instance, consider the performance of the underlying storage devices as the
balancing parameter. One group comprises the nodes that contain Solid State
Drive (SSD) disks, as the other comprises the nodes that contain Hard Disks
(HDD). Since the SSD group provides better performance, it will store the most
frequently accessed data (hot data), as the HDD group will store the less fre-
quently accessed data (cold data) [3, 4].

Storage Module. This module stores policies (PolicyDB), control logs (Con-
trollerDB) and data plane logs (DataPlaneDB) so they can be used to perform
control decision and policy validation.

Monitor Module. This module monitors the health of both control and data
planes. The HealthChecker component periodically collects the health status of
all storage components and sends them to the ControlHandler. By continuously
checking the system status, the controller can adjust and manage the system
behavior in order to ensure the stated QoS level. Additionally, writing the policies
often requires intimate knowledge of the system profile. Hence, the Evaluator
component collects a set of performance metrics as well as the storage nodes
specifications and capabilities. Thus, the controller can deliberate if a given
policy is able to be enforced in the storage infrastructure.

3.2 Data Plane

Contrarily to previous works, we introduce a formal proposal of the control plane
architecture and we detail about its internals. Since current SDS solutions have
emphasized on the data plane component, we focus on how Utopia can leverage
from them and what design assumptions we should follow. Therefore, we resort
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to the designs of the IOFlow’s and the SafeFS’s data plane solutions [11, 14].
These solutions follow a queue-based design, offering a programmable data plane
that allow for flexible service and routing properties. In addition, these solutions
proved to be effective, compatible, flexible and modular. Regarding to their
properties, service properties are related to the actions that one or more queues
of the data plane must apply to the incoming IO. In detail, service actions can
be oriented to the QoS such as ensuring a certain bandwidth value or give higher
priority to the requests of a storage component, as presented in the policies P2

and P4 in the Table 1. Service actions can also be data-oriented such as data
privacy, data granularity (e.g., block, file or object storage), data consistency and
storage efficiency (e.g., compression, deduplication), as presented in the policies
P1 and P3 in the Table 1. As for routing properties, we control where the requests
should be routed. Since each data plane queue is associated with a default next-
hop, we define which queue must handle the IO request. In order to specify
both service and routing properties, data planes should expose a simple control
interface that specifies low-level identifiers that can be used to direct requests to
queues. This interface should allow the controller to create and remove queuing
rules (low-level policies), define the hops of each queue, adjust the enforcement
points and also collect logs, health status and performance metrics from all data
plane queues. In the future, we plan to expose a simple and generic interface
between the controller and the data plane, allowing flexible and modular control
to the underlying storage components.

3.3 Control Applications

Similarly to the data plane design section, we focus on which design assumptions
Utopia should follow to provide flexible control to the application built on top.

Control applications are the users’ entry point of control and communication
with the SDS system. As shown in IOFlow, sRoute and Retro, control applica-
tions can be used to many different ends such as performance control, malware
scanning and latency evaluation [9, 12, 14]. However, this is only possible if the
control plane exposes a simple control interface that specifies high-level policies
to be used on the SDS system. This interface should allow control applications
to create and remove (high-level) policies and also expose control and data plane
logs as well the system status, so users can be aware of the system condition and
manually control and adjust its behavior. In the future, we plan to expose a
simple and generic interface between the controller and the control applications,
comprising the described functionalities.

4 Models

In this paper, we propose a generic software-defined storage solution that delivers
scalable and flexible control over multiple storage environments. In this section,
we present the Utopia architecture in three distinct environments: centralized,
hybrid and fully decentralized.
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Fig. 2. Utopia architecture in a hybrid
model. Storage components can either be
a Compute Server or a Storage Server.

Fig. 3. Utopia architecture in a decentral-
ized model. Each node comprises a data
plane and a control plane.

4.1 Centralized Model

The centralized approach is the adopted model from current SDS solutions
[9, 14, 15]. This model comprises the well-known logically centralized controller
and several data planes distributed across the storage components. In this envi-
ronment, Utopia can provide a similar approach to the current SDS solutions.
As previously stated, this solution seems to be suitable for small-to-medium stor-
age systems, but lacks scalability when we consider storage systems with higher
computational demands.

4.2 Hybrid Model

Figure 2 depicts the architecture of Utopia in a hybrid environment. In this
model we decoupled the logically centralized controller into two types of con-
trollers. A subset of these controllers, form a central control unit. The remaining
controllers are distributed across several storage components. Thus, this model
can be seen as a control hierarchy. The central control unit (or major controller)
has maximum control over the system (as the previous model). The distributed
controllers (or minor controllers) however, only assume part of the control power.
The control power is assigned by the control applications. The minor controllers
are closer to their data planes and can control and manage minor tasks. For
instance, this controller can receive logs and health status, analyze them and
make decisions (red dashed lines) over the data plane if the action in question
is in its control domain. Otherwise, the decision must be sent to the major con-
troller so it can decide what to do. Moreover, in certain conditions, the minor
controller can be seen as a proxy between the major controller and the data
planes of its storage component. Regarding to management and monitorization
tasks (blue dotted lines), the minor controller sends them periodically to the
major controller. Additionally, note that the major controller continues to have

Proceedings of the 13th Doctoral Symposium in Informatics Engineering - DSIE’18

1st Edition, 2018 - ISBN: 978-972-752-230-9 p.235



10 R. Macedo

global visibility. With this model we introduce a hierarchical control partioning
that alleviates the major controller load, providing a more scalable solution that
might be suitable for medium-to-large storage systems.

4.3 Decentralized Model

To address the incoming computational and storage demands, researchers have
been working on very large scale systems (e.g., DataFlasks [10]), adopting a
fully decentralized environment, which many consider as the next-generation of
storage solutions [2, 17]. Figure 3 depicts the architecture of Utopia in a fully
decentralized environment. In this model, since it is not possible to centralize
the control plane, we removed the central control unit and distributed the con-
trol power to each storage component. In this architecture, each node works for
itself and its behavior is independent of other nodes. The same applies for the
controller. Control tasks (e.g., monitorization, policy enforcement) are done in-
dependently, making them easier to accomplish. However, each node comprise a
set of neighbours, making it aware of the surrounding environment (partial view
of the system). Therefore, nodes are organized into groups and can decide to
store or discard data and policies according to the group they belong. Addition-
ally, these groups can be arranged by a specific parameter (e.g., storage space,
hardware capabilities, proximity). Since we are dealing with thousands or even
millions of connected devices, end-to-end communication with a major amount
of nodes is impossible [10]. Therefore, node communication is handled through
epidemic protocols such as gossip, since it can rapidly propagate information
among a large collection of nodes using only local information [6]. This ensures
that eventually, all nodes will receive the policies that are intended for them.
With this model, we introduce a fully decentralized SDS solution, that might
attain the high processing and storage demands of the next-generation of storage
solutions.

5 Conclusion

This paper presents Utopia, a generic software-defined storage architecture that
provides high scalable and flexible control over multiple storage environments.
It does so by providing a modular control plane that is model- and resource-
agnostic, leveraging the SDS principles to centralized, hybrid and fully decen-
tralized storage environments. We also introduce a novel proposal of the archi-
tecture of the control plane and we detail about its internals. Utopia provides a
vision of a SDS architecture that we believe to be suitable for the next-generation
of storage systems. As future work, we envision to implement this architecture
alongside the communication interfaces between the controller and the control
applications to further extend the Utopia vision to real scenarios, and between
the controller and the data plane so we could integrate our system with current
(and novel) data plane solutions.
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State Synchronization by State Decomposition

Vitor Enes

HASLab/INESC TEC and Universidade do Minho

Abstract. Data consistency often needs to be sacrificed in order to
ensure high-availability in large scale distributed systems. Conflict-free
Replicated Data Types (CRDTs) relax consistency by always allowing
query and update operations at the local replica without remote synchro-
nization. Consistency is then re-established by a background mechanism
that synchronizes the replicas in the system. In state-based CRDTs repli-
cas synchronize by periodically sending their local state to other replicas
and by merging the received remote states with the local state. This
synchronization can become very costly and unacceptable as the local
state grows. Delta-state-based CRDTs solve this problem by producing
smaller messages to be propagated. However, it requires each replica to
store additional metadata with the messages not seen by its direct neigh-
bors in the system. This metadata may not be available after a network
partition, since a replica can be forced to garbage-collect it (due to stor-
age limitations), or when the set of direct neighbors of a replica changes
(due to dynamic memberships).
In this paper we further improve the synchronization of state-based
CRDTs, by introducing the concept of join decomposition of a state-
based CRDT and explaining how it can be used to reduce the synchro-
nization cost of this variant of CRDTs.

Keywords: Eventual Consistency, CRDTs, Join Decomposition

Large-scale distributed systems resorting to replication techniques often need
to sacrifice the consistency of the system in order to attain high-availability [1,
6]. One common approach is to allow replicas of some data type to temporarily
diverge, making sure these replicas will eventually converge to the same state in
a deterministic way. Conflict-free Replicated Data Types (CRDTs) [7, 8] can be
used to achieve this.

CRDTs come mainly in two flavors: operation-based and state-based. In both,
queries and updates are always immediate at the local replica, and this is why
the system is available (as it never needs to coordinate beforehand with remote
replicas to execute operations). In operation-based CRDTs [5, 7], operations are
disseminated assuming a reliable dissemination layer, that ensures exactly-once
delivery of operations. State-based CRDTs need fewer guarantees from the com-
munication channel: messages can be dropped, duplicated and reordered. When
an update operation occurs, the local state is updated through a mutator, and
from time to time (since we can disseminate the state at a lower rate than the
rate of the updates) the full state is propagated to the other replicas.

Proceedings of the 13th Doctoral Symposium in Informatics Engineering - DSIE’18

1st Edition, 2018 - ISBN: 978-972-752-230-9 p.238



Although state-based CRDTs can be disseminated over unreliable communi-
cation channels [4], as the state grows, sending the full state can be very costly
and become unacceptable. Delta-state-based CRDTs [2, 3] address this issue, by
defining δ-mutators that return a delta (δ), typically much smaller than the full
state of the replica, to be merged with the local state. The same δ is also added
to an outbound δ-buffer, to be periodically propagated to remote replicas. This
strategy requires keeping track of which updates (δ-groups) have been effectively
received by other replicas of the system with which the local replica exchanges in-
formation directly, which leads to the maintenance of additional metadata that
may have to be garbage collected (due to storage limitations) or non-existing
(due to dynamic memberships). Delta-state-based CRDTs have been adopted in
industry as part of Akka Distributed Data framework1.

Current solutions perform bidirectional full state transmission when a replica
joins the system (either for the first time or after a network partition) in order
to receive the missed updates and to propagate the ones observed locally. After
this initial synchronization, replicas can synchronize with a neighbor replica by
sending groups of δs (all the δs that haven’t been received by that neighbor),
avoiding full state transmission at each synchronization step.

In this paper we present two novel algorithms, state-driven and digest-driven,
used for efficient synchronization of state-based CRDTs when the metadata re-
quired for delta-based synchronization is not available. Given two replicas A and
B, in the state-driven synchronization algorithm A starts by sending its local
state to B, and the B replies with the missing updates. Convergence is achieved
after two messages, since the replica B can merge the received state into its lo-
cal state. In the digest-driven synchronization, instead of sending its local state,
replica A starts by sending a digest of its local state (smaller than the local
state) that still allows B to compute the missing updates on A. Besides sending
the updates missed by A, B also sends a digest of its own local state, so that A
can also compute the updates missed by B.

We then revisit the delta-state-based synchronization algorithm and propose
two modifications that reduce the amount of state transmission necessary for
synchronization: avoid back-propagation of δ-groups and remove redundant state
in received δ-groups.

These contributions were only possible due to the concept of join decompo-
sition of a state-based CRDT developed in the paper.
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