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FOREWORD
STEERING COMMITTEE

These are great times for those who have chosen to pursue advanced studies in Com-
puter Science and Informatics Engineering. Modern world is literally being shaped by
computers and, above all, by flexible, adaptable, evolving, friendly, secure and intelligent
software.

DSIE - Doctoral Symposium in Informatics Engineering, now in its 12th Edition, is
an opportunity for the PhD students of the FEUP Doctoral Program in Informatics
Engineering (ProDEI) to show up and prove they are ready for starting their respective
theses work.

DSIE meetings have been held since the scholar year 2005/06 and the main goal has
always been to provide a forum for discussion on, and demonstration of, the practi-
cal application of a variety of scientific and technological research issues, particularly
in the context of information technology, computer science and computer engineering.
DSIE symposium comes out as a natural conclusion of mandatory ProDEI course called
“Methodologies for Scientific Research” (MSR) leading to a formal assessment of the
PhD students first year’s learned competencies on those methodologies.

The above mentioned specific course (MSR) aims at giving students the opportunity
to learn the processes, methodologies and best practices related to scientific research,
particularly in the referred areas, as well as to improve their own capability to produce
adequate scientific texts and articles. With a mixed format based on a few theoretical
lessons on the meaning of a scientific approach to knowledge, together with multidisci-
plinary seminars and tutorials, the course culminates with the realization of the DSIE
meeting. DSIE is seen as a kind of laboratory test for the concepts learned by stu-
dents. In the scope of DSIE, students are expected to simultaneously play various roles,
such as authors of the submitted articles, members of both scientific and organization
committees, as well as reviewers, duly guided by senior lecturers and professors.

DSIE event is then seen as the opportunity for the students to be exposed to all facets of
a scientific meeting associated with relevant research activities in the above mentioned
areas. Although still at an embryonic stage, and despite some of the papers still lack of
maturity, we already can find some interesting research work or promising perspectives
about future work. At this moment, it is not yet essential, nor often possible, for most
of the students in the first semester of their PhD, to produce sound and deep research
results. However, we hope that the basic requirements for publishing an acceptable
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scientific paper have been fulfilled.

Each year DSIE Proceedings include papers addressing different topics according to the
current students’ interests in Informatics Engineering. This year, the tendency is on
Data and Text Mining, Agent-based Computing and network analysis, Frameworks and
Security, Software Engineering, Multimedia, Cloud and Databases services.

The complete DSIE’17 meeting lasts one day and includes also one invited talk by an
outstanding researcher in Streaming Data Mining.

Professors responsible for ProDEI program’s current edition, are proud to participate in
DSIE’17 meeting and would like to acknowledge all the students who have been deeply
involved in the success of this event that, hopefully, will contribute for a better under-
standing of the themes addressed during the above referred course, the best scientific
research methods and the good practices for writing scientific papers and conveying novel
ideas.

Porto, January 2017

Eugénio Oliveira and Augusto Sousa (ProDEI)

ii



FOREWORD
ORGANIZING AND SCIENTIFIC COMMITTEES

The organization and scientific committees are glad to welcome you to the Doctoral
Symposium in Informatics Engineering, DSIE’17. The symposium is an important mark
to the students beginning their doctoral journey. It provides an excellent opportunity to
improve their scientific research capabilities as well as leverage the feedback from field
experts.

In this 12th edition we extend the scope of the symposium, holding for the first time
in DSIE a poster session specially designed for master’s students wishing to present
their ongoing thesis projects. Accepted papers address several important topics from
informatics engineering, such as data mining, intelligent systems or software testing.
Moreover, they cover important social and industrial issues, such as healthcare and
transportation systems. As Keynote Speaker, professor Dr. João Gama, a world class
researcher, talks about the increasing impact data mining has in our society.

We would like to acknowledge everyone that was part of the organization of the event.
The Steering Committee that guided us through every detail of the organization. The
Senior Scientific Committee for providing insightful ideas about the research lines of the
students. Professor João Gama for accepting our invitation as Keynote Speaker. The
secretariate of the Department of Informatics Engineering, namely Sandra Reis, whose
support in the organization was fundamental. Finally, we thank our sponsors, without
them we wouldn’t be able to organize this event.

Porto, January 2017

Guilherme Soares and Vitor Cerqueira (Organization Committee Chair)

Gudilak Constantino and Maria Pedroto (Scientific Committee Chairs)
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INVITED SPEAKER

PROFESSOR JOÃO GAMA

João Gama is Associate Professor of the Faculty of Economy, University of Porto. He is
a researcher and vice-director of LIAAD, a group belonging to INESC TEC. He got the
PhD degree from the University of Porto, in 2000. He has worked in several National and
European projects on Incremental and Adaptive learning systems, Ubiquitous Knowledge
Discovery, Learning from Massive, and Structured Data, etc.

He served as Co-Program chair of ECML’2005, DS’2009, ADMA’2009, IDA’ 2011,
ECML/PKDD’2015, EPIA 2017, and DSAA 2017. He served as track chair on Data
Streams with ACM SAC from 2007 till 2016. He organized a series of Workshops on
Knowledge Discovery from Data Streams with ECML/PKDD, and Knowledge Discovery
from Sensor Data with ACM SIGKDD.

He is author of several books in Data Mining (in Portuguese) and authored a monograph
on Knowledge Discovery from Data Streams. He authored more than 250 peer-reviewed
papers in areas related to machine learning, data mining, and data streams.

He is a member of the editorial board of international journals ML, DMKD, TKDE,
IDA, NGC, and KAIS. He supervised more than 12 PhD students and 50 Msc students.

INVITED TALK

Datamining For The XXI Century

Abstract: Nowadays, there are applications in which the data are modeled best not
as persistent tables, but rather as transient data streams. In this talk, we discuss the
limitations of current machine learning and data mining algorithms. We discuss the fun-
damental issues in learning in dynamic environments like continuously maintain learning
models that evolve over time, learning and forgetting, concept drift and change detec-
tion. Data streams produce a huge amount of data that introduce new constraints in
the design of learning algorithms: limited computational resources in terms of memory,
cpu power, and communication bandwidth. We present some illustrative algorithms,
designed to taking these constrains into account, for decision-tree learning, hierarchical
clustering and frequent pattern mining. We identify the main issues and current chal-
lenges that emerge in learning from data streams that open research lines for further
developments.
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POSTER SESSION

HealthTalks - How to Improve Health Communication and Per-
sonal Information Management
João M. Monteiro and Carla Teixeira Lopes



HealthTalks - How to Improve
Health Communication and

Personal Information Management

João M. Monteiro1 and Carla Teixeira Lopes1,2

1Faculdade de Engenharia da Universidade do Porto, Porto, Portugal
2Instituto de Engenharia de Sistemas e Computadores, Tecnologia e Ciência,

Porto, Portugal
{ei11055,ctl}@fe.up.pt

Keywords: Health literacy · Self-care · Physician-patient relationship ·
Personal information management · Speech-to-text ·Mobile application

1 The Power of Health Information

Health literacy measures the degree to which people can understand their own health
situation, what influences it, how to place it into context and how to address it when
problems arise in their everyday life [4, 6, 12]. It is of the utmost importance for an
individual’s well-being, since a high level of health literacy is associated with an im-
provement of their health condition and reduced costs of healthcare [5]. In Portugal, for
example, 49% of people had a “problematic” or “inadequate” level of health literacy in
2014, being that older people and people with lower levels of education presented lower
levels of health literacy [1]. In the U.S.A, only 12% of the adults had proficient health
literacy in 2003, and over 1 in every 3 adults had a “basic” or “below basic” level [8].

Studies have shown that health professionals have an important role when conveying
information, since their communication skills and the complexity of the vocabulary they
use may interfere with the patient’s ability to understand the message [9, 10]. Obviously,
low levels of health literacy exacerbate this type of difficulties. Not understanding the
information provided by medical professionals might have a direct impact on people’s
health [11].

Patients seldom ask questions during consultations, even though more active pa-
tients perceive more information [3]. They choose to look for answers online instead:
59% of Internet users in the European Union searched for health information online in
2013 [13], while 80% of American Internet users, or 59% of all American adults, did
the same in 2011 [2]. But difficulties in online search usually arise due to the differences
between the terminologies used by health consumers and health professionals [13].

All in all, there are several factors that may limit and create imbalances on the
patient’s access to health information [3, 2]. To add to that, patients may not know if
they should save health information they come across and if so, how and where to
keep it. When they do take notes, the information they gather becomes fragmented (by
location, device, form, and organizations involved), which may difficult the process of
looking for it afterwards. Also, the sheer volume of data they find and the vocabulary
used may be distressful for them [11].

Proceedings of the 12th Doctoral Symposium in Informatics Engineering - DSIE’17
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2 How to Empower the Patients

We envision a mobile application, HealthTalks, that will contribute to reducing the in-
equalities in access to health information and give patients a tool to help managing it
better. It will be an Android1 app that the patient or their guardian can use during a
consultation with a physician. The user can choose to record all or only part of the
conversation and this will trigger a new consultation entry. Those entries have editable
fields (which family member was the patient, where they were, who was the doctor,
and what was their speciality) so that they can be easily managed. The user can also
write notes on each consultation and mark favourites. When connected to the Internet,
they can transcribe the consultation and, in the transcription, they will be able to check
definitions for medical terms. Other functionalities such as setting reminders are being
considered. Mockups for the app can be seen in Fig. 1.

Fig. 1. Initial mockups for HealthTalks (in Portuguese). From left to right and top to bottom:
landing screen, recording screen, recordings directory, options to sort the recordings directory,
recordings folder, recording details page, recording details page with the definition of a high-
lighted medical term, and reminders page.

There are several apps available for managing health information (such as MyFit-
nessPal, MyChart, BG Monitor Diabetes, Pillboxie), for taking notes using speech-to-
text (like Evernote, ListNote, SpeechNotes, Google Keyboard), and for giving health

1 The selection of this specific operating system was based on a) its ubiquity nowadays; b) the
familiarity of the authors with its development tools; and c) the easier access by the authors to
Android smartphones for testing.
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information to patients (e.g.: Patient Journey App, Patient.co.uk, eMed.pt). However,
none gathers in itself all the functionalities HealthTalks will have, especially not di-
rected at a Portuguese public, with a dictionary of medical jargon to be recognised in
the speech, and a database of medical terms to define. Information management apps
such as MyFitnessPal have been found effective as a passive learning device due to
the extra information automatically given in an unobtrusive way [7]. That is the same
approach we will use in HealthTalks.

3 The Road Ahead

The app will use a speech-to-text API in order to transcribe the recordings. After com-
paring the characteristics of several different speech-to-text programs, Google Cloud
Speech API and Microsoft Speech Platform were selected for their customisability and
general support. The next step will be to compare them in simulated scenarios in order
to choose the one to be used in the final solution.

The application is still in its first phase of development, but the high-level plan can
be seen in Fig. 2. Questionnaires are currently being distributed online2 and are intended
to be handed out in Porto’s São João Hospital Center as well in order to get a better
characterisation of the physician-patient relationship, the degree to which individuals
manage their health information and how receptive they would be to a platform such as
HealthTalks.

After the results of the surveys are analysed and a speech-to-text API is chosen, the
implementation of the app can begin. Future studies will focus on the quality of the
transcriptions by comparing different languages, dictionaries and scenarios.

Fig. 2. Expected work plan. Gray items have been completed, orange is currently being done,
blue is scheduled to be done in the future. Lighter blue indicates prototypes.

2 Available exclusively in Portuguese at https://goo.gl/forms/DgLEoWFOwD4ltLx03
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Performance testing of open-source HTTP web
frameworks in an API

Michael A.P. Domingues

Faculty of Engineering, University of Porto, Porto, Portugal
michael.domingues@fe.up.pt

Abstract. Upon each day there are more and more services running on the web
and we are trying to make to most out of them. These Web Applications (WAs)
represent thousands of type of services we can interact with like weather forecast
and Application Programming Interface (API) which use by themselves other
WAs. API provides at a certain authorization level access to multi-source data
using several request endpoints in a multi-tier architecture where performance is
critical and it must be ensured the best throughput, response time and availability.
This study presents the implementation of three open-source web frameworks
(Revel, Gin and Echo) in a corporate API developed by Movvo R© (www.movvo.
com) in order to evaluate the overall architecture using Apache Benchmark as a
load testing tool. Results show Gin contributed to the fastest response times for a
set of requests that vary on processing and retrieved data complexity.

Keywords: Performance testing, API, Web frameworks, Apache benchmark

1 Introduction

Web-services and cloud computing are known concepts in our daily life. Al- most every
service we use either in the smartphones or computers have an online architecture that
exploits the most from an IT infra-structure to process and execute tasks. The hetero-
geneity of this technology is ideal to host and deploy services in a flexible way inter or
intra-organizational. Its advantages through reduced development time and cost consid-
ering a reusability mechanism become significant marks when deploying features and
data [1].

Therefore the IT infrastructure performance is crucial and needs to be reliable to re-
spond in stressful conditions with minor failure rates. If it delivers the best performance
without redundancy (e.g. backup nodes) it means the system is robust with solid quality
testing standards. This represents Quality of Service (QoS) measures and it helps to
understand how well web-based applications meet the expected performance through
several measures evaluations as availability, response time, load testing and so on.

An API is a service (WA) extremely used across all world by weather forecast agen-
cies, government, browsers and others to serve a set of procedures to access features or
data of a specific system or application. Using an API induces the need to use available
routes and configurations ensuring there is no other way to manipulate and mutate the
data that is retrieved. Ensuring an API effectiveness in the majority of testing methods
addresses the same QoS measures as for any web service we know.
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The performance of WAs resides mainly in the quality of its architecture. Com-
ponents that are not ready to be scaled, that get stressed with traffic in- crease, with
high latency (disk usage or CPU utilization) are some of the drifts WAs suffer when
doing performance testing. It is important to adopt and implement a performance risk
management in all phases [2].

When increasing the number of users using the application is expected a peak work-
load period and when availability and efficiency are not in ideal conditions the system
will be deteriorated. This is the time to balance all factors improving hardware resources
and implementing an efficient business logic layer including features as caching (see
Figure 1).

Fig. 1: Web Application Architecture

The middle tier also called Web server handles all business logic and serves data
to whom consumes it. Major architecture improvements are made mainly in this layer
resulting in fast and accurate access to the data storage tier and consequently improved
services. But in order to test this type of architecture is important to test individually
each tier in distinct web aspects like performance. An interesting measure of testing
is load testing which using processes, measures a realistic load based on service pa-
rameters and on usage conditions. This called load generator can emulate thousand of
concurrent users and it is expected to mimic real user behavior under circumstances of
different sessions management [3].

The key use case of this technique is when we want to anticipate an intense traffic
or to test the database load dependent on the type of queries done. This set includes also
scenarios when a new feature is added and we want to know how the addition is going
to affect the response time [3].

To effectively do a load test is important to know what parameters to vary in the ser-
vice we want to test. Varying the number of virtual users (simulated users accessing the
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tested application simultaneously) until we achieve the desired load is one possibility
but it is essential to test this premise with numerous test values. Evaluating manually
the application’s workload performance is a burden process wasting too much time but
in the last couple of years several testing tools have been developed to suppress this cost
[1, 4].

– Apache JMeter
– Apache Benchmark
– NeoLoad
– LoadRunner
– LoadUI
– WebLOAD
– WAPT
– Rational Performance Tester
– Testing Anywhere
– QEngine (ManageEngine)
– WebInject
– WCF Storm
– SoapUI Pro

All of these tools have the purpose of reducing the manual cost and the amount of
time needed offering advanced testing capabilities. They all have similar functionalities
but Apache JMeter is one of the most complete tool with exploratory performance tests
both on static and dynamic resources (files, Servlets, FTP servers, Databases, etc...).
LoadUI is the most flexible and interactive test- ing tool with advanced analysis, report
generating features and data injection while the application is being tested.

Apache Benchmark on the other hand is a simple HTTP benchmark tool that permits
to analyze how many requests per seconds a service is capable of serving. All the con-
figurations are parameterized through command-line flags and even tough it shouldn’t
be used as the main testing tool (the more tools and results the better) it gives a simple
and solid idea of how well the service is running.

This study presents a load testing analysis using Apache Benchmark for a corporate
API considering three different web frameworks (Revel, Gin and Echo) that manage
the HTTP layer in divergent ways. Results were collected from a set of requests each
with complex logic operations and different data structure retrieval. Switching the na-
tive HTTP layer with those frameworks each with claimed advantages, allowed us to
understand how the API performed with each implementation under stressful testing
conditions and with the same data tier.

The organization of this paper consists of following sections: Section 1 lays the
basic of this study, Section 2 provides an overview of the state of the art, Section 3
explains the approach and the chosen configurations, Section 4 gives the results and
discussion and Section 5 concludes the study along with scope in Section 6.

2 Related work

The availability of a pool of configurable computing resources (e.g: services and ap-
plications) through a solid, fast and on-demand network is not always granted. The
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provisioning and the maintenance efforts over-kill the expectations and therefore it is
important to have a measure for this cloud computing solutions.

Problems inherent to infra-structures scaling and services migration which are com-
mon tasks to any IT company nowadays, can prove that the testing framework is pre-
carious. With this perspective in mind, many studies have been conducting architecture
implementations for Testing as a Service (TaaS).

Those prototypes focus on concepts of static testing services fetched by internet
browsers, grid-based unit testing for complex systems, parallel cloud-based automatic
testings and systems that test large and complex systems with schedulers and monitor-
ing. Furthermore some other techniques include regression testing services based on
ORTS, a framework for software development and testing integration tools that facili-
tate development and testing processes and the Roast tool for Java API testing [5, 6].

A framework for TaaS comprises manifold complexities and manages most of the
principles the testing tools mentioned so far also deal with. One of the differences is
the on-demanding testing responsibility which is associated with regression testing, in-
tegration testing and performance testing. IT companies are working their development
in this way so they have a continuous integration deployment service which has its
testing module.

As we can see in Figure 2 a request can be submitted for testing and all perfor-
mance testing procedures will be executed automatically. This advanced performance
architecture increases testing efficiency and reduces time for testing software systems
using automatic test case generation and test execution. To assess the workload of this
system it was used Apache JMeter to execute testing scripts as parsing correctly all
HTTP request info [5].

Fig. 2: TaaS Prototype Architecture [5]
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Semi-automatic systems with a layerization of hardware and software techniques
easily end up with resource bottlenecks. Usually these occur at larger number of users
and it is essential to be one step ahead and identify potential faults at larger workloads.
The idea is to identify at the testing time all the resources for software contentions that
may become a hazard and therefore constituting a need for an information collector
during the testing of multi-tier applications.

Method of Layers algorithm or also known as Layered Queuing Networks (LQN)
has been addressing the performance bottlenecks for a couple of years but a predictive
analyses system, based on this approach, demands at least a simulation solution of lay-
ered queuing networks [7]. Considering an architecture like this with individual queu-
ing networks for software and hardware resources isn’t enough and Duttagupta et al.
[7] underlined an advanced profiling technique as one possible solution, to improve a
multi-tier testing framework by estimating resource demand separately.

Most of the attempts to improve the infra-structure lead to technical barriers and
that is why WAs have advantages in relation to the previous interoperability attempts
such as Common Object Request Broker Architecture (CORBA). Independently of the
nature of each application (finance, e-commerce, etc.) it has been the focus of research
to study the performance gaps and possible mechanisms that empower enhancement.
Tripathi and Abbas [8] cited some studies that presented approaches based on load
testing tools in an early development cycle, mechanisms for network management and
simulation network management and a framework for modeling distributed computing
environments.

Every data format conversion in WAs cause serious performance bottlenecks be-
cause of the serialization/deserialization tasks on messages that are sent through the
channels [8]. This is the stream encoding process every web service handles when queu-
ing. Besides the full stack web-frameworks in focus in Section 1, there are many others
open-source solutions that offer different advantages and robust micro-services to build
RESTful APIs like: Beego, Gizmo, Goji, Fireball, Zeus and Volatile [9].

Companies like Huawei and Opera are using these web-frameworks in theirs devel-
opment.

When doing performance testing the input parameters can be the key point of anal-
ysis to understand where the system is under-performance. When varying some param-
eters like the number of HTTP requests, objects size and their loading times, type of
requests and concurrency we can assess how important topics as stability, scalability
and throughput are behaving [10].

Patel and Gulati [10] described a correlation analysis between parameters in order
to identify critical performance factors. They concluded that HTTP requests, page size
and page load time are dependent parameters and they are highly correlated.

Menascé [3] also studied the performance versus load ratio criteria. He understood
that with a throughput of 100 Requests per Second (RPS) and 25 concurrent requests
the response time was in average about 0.25 seconds. A similar analysis showed that
for 1000 virtual users the response time was about the same 0.25 seconds.

Kiran et al. [11] developed a single and distributed setup using JMeter and Unified
Authentication Platform varying the number of virtual users. JMeter uses a Master and
Slave servers to emulate the number of virtual users and consequently, it was possible to
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execute the test scripts using parameters variation. Results showed that independently
of the setup, increasing the number of transactions is expected to cause a higher average
throughput.

Regarding testing tools Wala and Sharma [1] presented a chart with average re-
sponse times of some tools. Based on available weather web services JMeter achieved
better results than other five most popularly used open source tools (Soapui Pro, Wcf
Storm, Wizdl and Web Inect).

3 Proposed Approach

Within the API it was possible to manage and configure the HTTP layer by using an ad-
ditional structure that encapsulated the native implementation with a set of new features.
This study considered the usage of three different HTTP frameworks to investigate the
workload of an API with multiple complex requests on an architecture with a complex
data layer.

3.1 HTTP web frameworks

Mentioned frameworks are all open-source based tools emerged from the community to
abolish technical and performance faults in the HTTP layer. The release versions used
in the API were also developed in Go and were: Revel version v0.11.3, Gin version
v1.0rc1 and Echo version v1.0.0.

With the advantage of both (API and the frameworks) being maintained in the same
programming language, it was created a HTTP module for each framework that handle
the configurations implementation. This module was responsible for each route specifi-
cation and HTTP properties before the request was processed in the data layer. There-
fore switching between frameworks was mainstream as calling the proper module.

Claimed to be the top three open-source solutions with noticed performance results
(some statistics in [12] and [13]), these frameworks added some common and intuitive
features like authorization layer, a new way of routing, query parameters handling, new
templates with improved built-in middleware and some others [12, 13, 14].

3.2 API data and output

The API was connected to a Redis and PostgreSQL database. The former for fast
caching of environment data preventing a higher and unnecessary overhead in each
request. The latter had the data persisted in a hour basis timestamp with over one year
of records for the set of possible request parameters.

API rendering module, JSON based, was responsible for retrieving the data (complexity-
dependent on the type of time aggregation and data type request) after processing it ac-
cordingly on-demand. Listing 1.1 and 1.2 show an example of the rendered data format.
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Listing 1.1: Level 1 data structure

{
” r e q u e s t e d P a r a m e t e r ” : {

” t imes t amp ” : dateTime ,
” v a l u e ” : v a l

}
}

Listing 1.1 renders a timestamp with a corresponding value while Listing 1.2 con-
siders several elements for the requested parameter whereas the data field is a list of
multiple elements like the one in the previous listing.

Results gathered from this study derived from a test suite with 5 different type of re-
quest parameters. Those parameters represent increasing levels of processing and JSON
structures complexity with the heaviest one being formed by thousands of nested ele-
ments like Listing 1.1.

Listing 1.2: Level 2 data structure

{
” r e q u e s t e d P a r a m e t e r ” : [
{

” i d e n t i f i e r ” : v a l
” d a t a ” : [
{

” t imes t amp ” : dateTime ,
” v a l u e ” : v a l

}
]

}
]

}

By the fact the API supported time aggregation (e.g: hour, day, month and year)
requesting a larger period of time was the ideal pin-point case of study. Easily we could
induce different behaviors into the same architecture and execute a better comprehen-
sive load testing analysis with the number of virtual users and concurrent requests that
trigger underperformance issues (see section 2).

3.3 Testing parameters

In section 1 we have seen some state of the art tools used for performance testing and
the results achieved in order to avoid critical bottlenecks. We have also introduced the
parameters analysis used in some studies as ideal conditions of testing where applica-
tions architecture usually crack: the number of virtual users at an acceptable concurrent
level allows us to exploit possible throughput dropdowns and reliability issues.
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The test suite used in this study considered a tuple of parameters with 1000 virtual
users and 5 concurrent requests as explained in section 2. All requests were also set for
one year of data and multiple time aggregations. Apache Benchmark showed to be an
optimal fit permitting an easy parameterization and satisfactory report. For each request
(5 in total) were collected response times from a total of 3 trials to ensure we had an
average value between reasonable boundaries and that could represent effectively the
production performance of the API and not just an unfortunately response glitch [15].

This study was executed in a mid-2012 machine (i5 2.7GHz Turbo Boost CPU,
8GB LPDDR3 RAM, dedicated HD GPU and 1 TB Fusion Drive HDD) with a local
API instance. Databases instances were running in a different server but within the same
rack. There were no significant consumption resources than the API.

4 Results Analysis

Fig. 3: Response time in a stack view over requests complexity

Figure 3 shows the stacked response time averages for the previous parameters and for
the 3 trials for each request. Requests can be grouped in 4 types: Request 1 and 3 have
similar data structures but the latter demands more complex operations in the processing
layer; Request 2 doesn’t charge the CPU significantly but the structure (Listing 1.2)
lags the performance; Request 4 is the simplest and less demanding of all with the same
data structure as shown in Listing 1.1; Response 5 is the heaviest, the more processing
demanding and the one with the complex data structure.

Response time varies depending on the request, from 100ms to 990ms approxi-
mately but the best results are with Gin framework even though Echo is not that far
(30ms slower). Revel prompted the slowest results with an outstanding difference in
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Request 1 and 5. Request 4 was the abnormal of all, with average values of 5ms that
aren’t Y scale representative like the others.

Fig. 4: Response time in a line view over requests complexity

Figure 4 helps perceiving the closeness between Gin and Echo in all requests and
how Revel didn’t get better performance except for Request 1 - this was the outlier in
this study. It also provided us with a closer performance analyses showing that the API
had constant performance with the three web frameworks, i.e., the follow up that lines
respect across all requests match the complexity and architecture expected behavior.

5 Conclusions

An API with a caching system, two independent databases, a fast programming lan-
guage and web-frameworks gave us impressive response time results. With a set of
parameters at a concurrent level we found no stressing conditions when testing the API
architecture and commuting the HTTP framework.

Our results also proved open-source community thesis that Gin was the fastest web-
framework available. It improved our solution with notorious response time, stable
HTTP layer and routing features that exploited the most of the architecture. None of
the competitive frameworks provided equivalent features and better results.

6 Future work

With this study we see a big potential to extend this analysis over other existing HTTP
frameworks that are also emerging. Additionally testing these three frameworks with
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different APIs available online would provide more results and possible some cutoffs
in the frameworks.

Moreover re-doing this experiment with a stronger server-side architecture by run-
ning the API and the testing service in a server, would allow to analyze the impact of
machine performance and network routing.
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A Survey on Mutation Testing for Database Applications
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Abstract. Mutation testing is a technique to assess the quality of a test suite.
This technique consists in injecting changes in the original code thus generating
a modified code version called mutant. Mutation testing is an increasing interest
subject and it has been applied to several areas. This paper provides an analysis
and survey of mutation testing for database applications. This paper presents mu-
tation operators and it also presents developed tools for the same purpose: assess
the quality of test suites generated to testing database applications. Some analysis
demonstrates that mutation testing has received further interest from researchers
looking to create innovative tools and innovative approaches in order to turn this
technique more applicable at an industrial level.

Keywords: SQL, mutation testing, database applications testing, mutation score

1 Introduction

Nowadays, there is a large number of database applications that make use of Structured
Query Language (SQL). For this reason, to ensure the quality of these applications,
there is the need to carefully ascertain the functionality of the SQL queries. The quality
of an application can be ensured by applying tests to it. However, generating test cases
to test database applications can be a hard process since the input information derives
from several tables and each table has several rows [1].

A database application consists of two different programming languages: the host
language responsible for controlling the flow of the application (e.g., Java); and the
language responsible for the communication between the application and the backend
database (e.g., SQL) that is embedded in the host language [2]. SQL is a declarative
computer language used to query ”SQL databases” and its strength is related to the
interoperability of its clauses (SELECT, FROM, WHERE, GROUP BY, HAVING and
ORDER BY) and it becomes easy to formulate queries for beginners. A survey re-
vealed that there are problems related to SQL language that make database applications
appealing to use mutation testing over the generated test cases [3, 4].

Usually, software testing is considered as one phase of software development life
cycle. In order to check if the developed software is meeting its requirements, the testing
phase is crucial. In addition to being able to detect errors or bugs this process is also
able to check if the development has taken the right path to the final solution. However,
manual testing can be costly in terms of time and money. To avoid this problem, the
automation of testing process has been a sought and investigated solution [5]. Therefore,
the generated test cases are very important since the main goal is testing the software
quality, reliability and performance.
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There is a technique, called mutation testing, to assess the generated test cases. This
technique generates mutants of an original program inserting syntactic modifications
into it. These modifications are typically possible errors made by programmers. The
generated mutants are a result of one or more than one mutations on the original pro-
gram [6–9].

This paper surveys publications that take into account the use of mutation testing
as technique to assess the generated test suites of database applications. Due to time
limitations, the research was restricted to publications of the last five years. In addition,
these publications went through a selection phase: abstract, introduction and conclu-
sions sections were read and the publication was selected if its content was related to
mutation testing for database applications. For this reason, it may be possible that some
valuable publications were ignored. Thus, this survey is limited to publications related
with mutation testing for database applications of the last five years.

The rest of the paper is organized as follows: Section 2 introduces concepts about
mutation testing, Section 3 covers related work in the field of databases: it presents
several mutation operators and developed tools. Section 4 concludes this survey.

2 Background

Jia and Harman [7] present a good survey and concepts analysis and we follow closely
their work mainly in this section.

Mutation testing is a technique that generates and applies artificial faults into an
application to improve it. Since it is difficult to generate all potential faults in a given
program, mutation testing focuses only on faults that are close to the correct version of
the program. The code versions where faults are applied are named mutants. Mutants
can be classified into two types: first order mutants (FOMs); and higher order mutants
(HOMs). FOMs are created when a mutation operator is applied just once. HOMs are
created when a mutation operator is applied more than once. The injected faults try
to simulate typical errors made by programmers that generate syntactic changes in the
program under test (see example on Table 1). Faults are inserted within the code through
a set of rules called mutation operators1. These rules can be increment mutator where
increments are replaced by decrements and vice-versa, conditional boundary mutator
where relational operators (<, <=, >, >=) are replaced by their boundary counterpart
(e.g., < is replaced by <=, etc), math mutator replaces binary arithmetic operations
with another arithmetic operations (e.g., + operator is replaced by - operator), etc [3, 7].

Mutation testing aims to check whether a test suite is capable to detect injected
faults. A good set of test cases are those capable of detecting the inserted faults that
affect the behavior of the program. If the inserted faults are detected (i.e. one of the
tests fails) then the mutant is considered killed. If exist live mutants even after running
the test cases, new test cases must be created to kill the mutants that are still alive. This
technique generates a mutation score (MS) which is the test criterion responsible for
measuring the test suite effectiveness. The goal is raise this score to 1 while the number
of killed mutants increases. If this score is equal to 1 it means that the set of test cases

1 Mutation operators are also known as mutagenic operators, mutant operators, mutation rules
and mutagens [7]
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Table 1. Example of Mutation Operation [7]

Program p Mutation p’
...
if (a>0 && b>0)
return 1;
...

...
if (a>0 || b>0)
return 1;
...

is sufficient to detect all the injected faults present in the mutants. This MS is the ratio
between the number of killed mutants and the total number of mutants and it can be
calculated by the following formula [8, 7, 9]:

MS =
MK

MT
, (1)

where MK is the number of killed mutants (when different behavior between the original
program and generated mutants is observed) and MT is the total number of generated
mutants.

Although this technique is considered effective in assessing the quality of a set of
tests, it presents some problems such as: high computational cost when executing a large
amount of mutants against a set of tests; the amount of human effort that this technique
involves as in the case of the human oracle problem and the equivalent mutant problem.

The human oracle problem refers to the human effort that is necessary to check the
output of the original program for each test case. This problem is not particular to this
technique but it is demanding to be effective and, in this case, the number of test cases
can increase and therefore the oracle cost also increases.

Several cost reduction techniques have been proposed to turn this mutation testing
technique into a practical testing technique. Offutt and Untch [10] divided reduction
cost techniques into three types: ”do fewer”, ”do faster” and ”do smarter”. However,
Jia and Harman [7] classified the reduction cost techniques into two types: ”reduction
of the generated mutants” (which corresponds to ”do fewer”) and ”reduction of the
execution cost” (which combines ”do faster” and ”do smarter”). They analyzed four
techniques capable of reducing the number of mutants without significative loss of test
effectiveness:

– Mutant Sampling, it randomly chooses a small subset of mutants from a given set;
– Mutant Clustering, it also chooses a small subset of mutants from a given set but,

instead of doing it randomly, it uses clustering algorithms;
– Selective Mutation, it tries to reduce the number of mutants by reducing the number

of mutation operators used;
– Higher Order Mutation, its main goal is to find higher order mutants that indi-

cate faults. Jia and Harman [11] presented the concept of subsuming HOMs. Since
HOMs are harder to kill than FOMs, it may be desirable to replace FOMs with the
single HOM in order to reduce the number of mutants.

In addition to reducing the number of mutants, the computational cost can also be re-
duced as long as the mutant execution process is optimized. Jia and Harman [7] pre-
sented three techniques used for this optimization:
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– Strong, Weak and Firm Mutation. Strong Mutation is considered as the orignal for-
mulation of Mutation Testing, that is, for a given program p and a given mutant
p’, the mutant p’ is considered killed if it produces a different output from original
program p. In order to optimize the Strong Mutation execution a Weak Mutation
concept emerged where it is assumed that a program p consists of a set of com-
ponents C = {c1, . . . ,cn}. Assuming that the mutant p’ was generated by changing
component cm, mutant p’ is killed if cm execution is different from mutant p’. In this
particular case, instead of checking the output of the mutants after the entire pro-
gram execution, mutants are checked after the execution of the mutated component.
The idea of Firm Mutation is to bridge the disadvantages of both Strong Mutation
and Weak Mutation. Jia and Harman claimed that, ”Firm Mutation lies between the
intermediate states after execution (Weak Mutation) and the final output (Strong
Mutation)” [7, 12];

– Runtime Optimization Techniques. There are several techniques to do so. The Interpreter-
Based Technique for instance, is used in the first generation of Mutation Testing
tools. Compiler-Based Technique is another option where each mutant is compiled
into an executable program and then it is executed by a set of test cases. The most
recent technique is called Bytecode Translation where mutants are created from
the compiled code instead of the source code. Thus, the generated mutants can be
executed without being compiled;

– Advanced Platforms Support for Mutation Testing. There has been work to dis-
tribute the computational cost among different processors. Examples of this are
either algorithms to improve the parallel mutation testing techniques or approaches
for concurrent mutants execution under SIMD machines.

Mutation testing can be divided into two parts: Program Mutation, where the pro-
gram source code is tested; and Specification Mutation, where program specification is
tested.

Program mutation can be applied at both unit-level of testing (mutants represent
possible mistakes made by programmers within software unit) and integration-level
testing (mutants represent faults related with the connection between software units).
Program mutation has been applied in several programming languages such as Java,
Fortran, Ada, C, C#, SQL, etc.

Specification Mutation is about applying mutation testing at software design-level.
Faults are injected on state machines or regular expressions to generate mutants called
”specification mutants”. A specification mutant is considered killed if its output condi-
tion is falsified. This technique can be useful either to detect missing functions in the
implementation phase or to solve possible specification errors.

In addition to assessing the quality of a set of test cases, mutation testing has been
applied in test data generation (the goal is to generate test data capable of killing the
mutants) and has been also applied in regression testing (the idea is to apply mutation
testing as a test cases prioritization technique to assist regression testing) [7].
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3 Related Work

Since querying databases languages have begun to emerge some empirical studies have
begun to be conducted to check the human performance while using different querying
languages and different data models. These empirical studies revealed problems that
users usually find when they are using SQL language, such as, confusing ”where”,
”group by” and ”having” clauses [1]. Taking these problems into account, applying
mutation testing in order to assessing the test cases quality seems to be a fair approach.

To use this technique it is necessary to follow a set of rules. These rules are called
mutation operators (as we explained in Section 2) and they can be different depending
on the area where this technique is applied. Thus, we selected and present mutation
operators designed specifically to be applied in database applications in subsection 3.1.
Tools are also important as they seek to automate the mutation testing process (some of
them generate mutants automatically) and reduce problems such as the amount of hu-
man effort and the high computational cost (as we also explained in Section 2). There-
fore, we present the tools created to apply mutation testing on database applications in
subsection 3.2.

3.1 SQL Mutation Operators

To apply mutation testing on database applications several mutation operators for SQL
have been proposed. In 2005, Chan et al. [12] designed the first seven mutation oper-
ators (see Table 2) to cover insertions, replacements and deletions. All these mutation
operators are detailed, explained and exemplified by Chan et al. [12].

Another set of mutation operators was proposed by Tuya et al. [1] where operators
are organized into four categories: mutation of SQL clauses (SC) (see Table 3), muta-
tion of operators in conditions and expressions (OR) (see Table 4), mutation handling
NULL values (NL) since programmers and testers should avoid conditions capable of
generating incorrect behaviors having null values (see Table 5) and mutation of identi-
fiers (IR) (see Table 6).

3.2 Developed Tools

This section presents several tools conceived to apply mutation testing on SQL databases.

SQLMutation Tool. This tool2 was developed by Tuya et al. [13] and it aims to au-
tomate the mutation process. This tool has a interface web which allows to generate
mutants of SQL database queries from a web browser and it has a web service which
allows to generate these mutants from other programs.

JDAMA Tool. Java Database Application Mutation Analyzer (JDAMA) [14] is a mu-
tation testing tool for Java programs. This tool extends Tuya et al. approach [13] as long
as it is integrated with analysis and instrumentation of the application bytecode.

2 Tool available at http://in2test.lsi.uniovi.es/sqlmutation.
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Table 2. First seven mutation operators by Chan et al. [12]

Operator Name Operator Description

Participation Constraint
Replacement (PTCR)

This operator should mutate the must-participate
entity type requirement to non-participate and
vice-versa.

Cardinality Constraint
Replacement (CDCR)

This operator changes the cardinalities of entity
types relation and it also forces mutated entity
to have specific values within the cardinality
constraints.

Identifying/Weak Entity
Type Replacement (IWKR)

It replaces identifying entity type by weak entity
type and it replaces weak entity type by
identifying entity type.

Attribute
Replacement (ATTR)

This operator is responsible for replacing an
attribute or attributes by other attribute or
attributes of a compatible type.

Generalization/Specification
Completeness Replacement
(GSCR)

It replaces an expression present on a superclass
by an expression present on a subclass and by
the subclass negation form.

Generalization/Specification
Disjointness Replacement (GSDR)

The main goal of this operator is to replace an
expression present on a sibling entity type by an
expression present on other sibling entity type
as long as they share the same superclass.

Union Type
Completeness
Replacement (UTCR)

This operator changes an entity type by a
subclass and/or superclass of the subclass
in such a way that superclasses share the
same union type constraint with the original
entity type.
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Table 3. Mutation operators for SQL clauses (SC) by Tuya et al. [1]

Operator Name Operator Description

SELECT Clause (SEL)
It replaces SELECT by SELECT DISTINCT
and vice-versa.

JOIN Clause (JOI)

This operator replaces any occurrence of JOIN
keyword (INNER JOIN,LEFT OUTER JOIN,
RIGHT OUTER JOIN, FULL OUTER JOIN,
CROSSJOIN) by each of the others.

Subquery Predicates (SUB)

Subqueries can be created using predicates.
There are three types of predicates, depending
on the keywords type: Type I where keywords
can be ALL, ANY or SOME; Type II
where keywords can be IN or NOT IN;
Type III where keywords can be EXISTS
or NOT EXISTS. Each keyword in a
predicate of any type is replaced by each of the
other keywords of the same type (except
for both ANY and SOME keywords as
these have the same semantic meaning). In
addition others replacements may occur
depending on the keyword type [1].

Groupings (GRU)
This operator removes GROUP BY
expressions.

Aggregate Functions (AGR)
Aggregate functions (such as MAX,
MIN, AVG, etc.) are replaced by each of
the others.

Query Concatenation (UNI)
It replaces UNION keyword by UNION
ALL keyword and vice-versa.

Ordering of the Result Set
(ORD)

This operator replaces ASC keyword by
DESC keyword to change the ordering
direction and, if neither ASC and DESC
keywords are present then DESC keyword is
added.
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Table 4. Mutation operators for conditions and expressions (OR) by Tuya et al. [1]

Operator Name Operator Description
Relational Operator
Replacement (ROR)

This operator replaces any relational operator
(=,<>,<,<=,>,>=) by each of the others.

Logical Connector
Operator (LCR)

It replaces AND logical operator by OR
logical operator and vice-versa.

Unary Operator
Insertion (UOI)

Each arithmetic expression related with
number n is replaced by -n, n+1 and n-1.

Absolute Value
Insertion (ABS)

Each arithmetic expression related with
number n is replaced by ABS(n) and
-ABS(n).

Arithmetic Operator
Replacement (AOR)

Arithmetic operators (+,−,∗,/,%) are replaced
by each of the others.

Between Predicate
(BTW)

If a condition is ”a BETWEEN x AND y”
then it is replaced by ”a > x AND a <= y”
and by ”a >= x AND a < y”.

Like Predicate
(LKE)

See rules in Tuya et al. paper [1].

Table 5. Mutation operators for handling NULL values (NL) by Tuya et al. [1]

Operator Name Operator Description
Null Check Predicates
(NLF)

It replaces the predicate ”IS NULL” by the
predicate ”IS NOT NULL” and vice-versa.

Null in Select List
(NLS)

This operator transforms the items in the select
list by generating mutants that will be killed when
value is equal to ”NULL” but it is not killed when
value is not equal to ”NULL”.

Include Nulls (NLI)
It forces the condition value to true when there is
a null value.

Other Nulls (NLO)

For each attribute a in C, the
condition is replaced by
”NOT C OR a IS NULL”, by
”a IS NULL” and ”a IS NOT NULL”.
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Table 6. Mutation operators for identifiers (IR) by Tuya et al. [1]

Operator Name Operator Description

Column Replacement
(IRC)

This operator replaces each column reference by
each of the other column references, parameters
and constants as long as the types are compatible.

Constant Replacement
(IRT)

It replaces each constant by each of the others
constants, columns and parameters as long as the
types are compatible.

Parameter Replacement
(IRP)

It replaces each query parameter by each of the
others parameters, constants and columns as long
as the types are compatible.

Hidden Column
Replacement (IRH)

The main goal of this operator is to find possible
errors when many similar columns appear in the
same table.

AGENDA Tool. This is a set of tools for testing relational database application pro-
grams [14, 15]. It takes as input: the database schema on which the application will
run; a single query that represents the application being tested; and ”sample value files”
that recommend values for attributes. Then, test heuristics are selected and information
about the expected behaviors of the test cases is provided. With this information, this
tool can populate the database, can generate inputs to the application and executes the
application taking into account those inputs [15].

MUSIC Tool. Mutation-based SQL Injection vulnerabilities Checking (testing) is a
tool that aims to automatically generate mutants for applications written in Java Server
Pages (JSP) and then it aims to perform mutation analysis [16].

MutaGen Tool. This tool is based on SynDB framework and it handles test generation
for mutation testing on database applications. It main goal is to kill mutants in database
applications [17].

iConSMutate Framework. This framework [2] generates, automatically, test cases
for database applications in both terms of coverage and mutation score. The main goal
of this framework is to reduce the number of test cases avoiding test cases with low
coverage and avoiding test cases with low mutation score.

4 Conclusions

This paper surveys and provides an analysis on mutation testing for database applica-
tions. This paper presents both mutation operators and tools designed and conceived to
test databases using mutation testing technique.

After the completion of this paper we get the idea that this technique is assuming
an increasing importance and researchers are trying to optimize it so that it could be
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applicable in industry. Several efforts have been made to reduce the cost of mutation
testing. Tools created for database applications are broadening, i.e., there is a web tool,
a tool for Java language, a tool for checking SQL injection vulnerabilities, etc. This
demonstrates the growth of this technique in several fields of database applications.
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Abstract. With the number of different mobile devices increasing every year, 

testing an application to make sure that it performs as expected in all devices 

becomes a task that can take a long time and be difficult to accomplish. Here is 

presented some solutions to implement an automated mobile testing process by 

using a mobile testing as a service approach. Taking into account the challenge 

of mobile testing, it is evaluated and compared some solutions that can be im-

plemented in the development process to help automate mobile testing in multi-

ple physical devices so that the process can be maintainable a more scalable. 

The comparison result shows that all solutions are viable depending on the de-

velopment team requirements and that having an automated mobile testing solu-

tion implemented will decrease the time spent on the testing phase of develop-

ment.    

 

Keywords: Mobile testing, Mobile testing as a service, MTaaS, Mobile Testing 

Cloud Service, Automated Mobile Testing Service. 

1 Introduction 

As time passes the number of smartphones been used are increasing at a rapid pace. 

According to Satista, the number of smartphones been used by the end of the year of 

2016 will reach 2.1 billion [1]. In 2011 about 10 percent of the worldwide population 

used a smartphone, however it is predicted that this number will increase to 36 per-

cent by the year of 2018. Based on this trend that tends to keep on growing, compa-

nies are focusing the development of new software taking into account the mobile 

version. By developing apps to be used in the operating systems available for mobile 

devices (Android, iOS, Windows Phone, Symbian, etc.), or developing a mobile ver-

sion of the companies web platform, they are increasing the number of users that the 

company could have. In order to show all companies and developers that they need to 

have in mind the mobile first approach Google as changed the way they index con-

tent, and started to index content based on a mobile first approach [2], this decision 

was made because they concluded that people nowadays use more mobile devices for 

web browsing that any other device.  

Mobile development like web development have the challenge to be compatible 

with different operating’s systems and/or devices. Like any other software it needs to 
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be developed, tested against all the possible operating systems and/or devices where it 

can be used, and deployed to production. Because of the platform and device frag-

mentation, testing the application can take a very long time and it is not possible for 

most companies to have different types of devices to guarantee that the application 

will perform well in the different operating’s systems versions, screen size, resolution 

and models [3] [4]. As the number of devices and OS versions grow, mobile testing 

becomes more demanding and maintaining the application reliability and security 

becomes a task very difficult to accomplish. To guarantee that this does not happen, it 

is necessary to have a service where we can automate the testing process on a variety 

of devices and/or OS. 

In order to satisfy the demand of having a scalable mobile testing process comes 

the concept of mobile testing as a service (MTaaS). Has been clearly stated by [5], 

MTaaS provides on demand testing services for mobile applications to support soft-

ware validation and quality engineering processes by leveraging a cloud-based scala-

ble mobile testing environment to assure pre-defined given quality of service re-

quirements and service level agreements (SLAs). MTaaS helps reduce the high costs 

in current mobile testing practice and environments, gives more testing support and 

tools for mobile scalability test, and reduces the high mobile testing complexity and 

harness due to high diversity in mobile devices, platforms, browsers and environ-

ments. 

In order to facilitate and improve the testing phase of mobile applications, this pa-

per will present the concepts, advantages and possible solutions of using MTaaS to 

improve this phase of development, making the testing process more reliable, scalable 

and less time consuming so that the software development process can be one step 

closer to continuous delivery [6]. To help implement the process, four solutions will 

be analyzed and compared. The results presented will assist in the decision of which 

solution is the ideal for certain scenarios. 

The rest of the paper is organized as follows. In the second section it is discussed 

the mobile application testing and the MTaaS model. In the third section it is present-

ed the available solutions for mobile applications testing using cloud-based services. 

In the fourth section the results of a comparison between the solutions is presented. 

The fifth section provides an overview of research studies made in the mobile testing 

service area. Finally, in section six it is presented the conclusions and future works. 

2 Mobile Testing as a Service 

A new service model called Testing as a Service (TaaS) has gained a lot of popularity 

over the last few years because of its scalability. The idea behind this concept is to 

have a cloud based service to provide testing capabilities to users [9]. This model 

offers software testing as an economical, effortlessly accessible web service and en-

tirely automated testing in the cloud. Mobile Testing as a Service combines all the 

aspects of the TaaS adding the complexity of testing the software on various mobile 

devices and operating systems. 
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 With the rapidly growing of different types of mobile devices and their features it 

becomes very difficult to test the application in a large number of smartphones. Mo-

bile Testing as a Service is a model that makes that task achievable, by offering a 

service where a user can send their application and tests that need to be run, and the 

service installs the applications in multiple physical devices, run the tests, and then 

returns to the user a report containing the result of the tests in every device. 

 In Figure 1 the workflow of the whole process with a CI system is exemplified. 

First a developer checks in their new version of the application to a code repository. 

Then the CI system creates a new build of the application and uploads it to the test 

cloud. The test cloud deploys the application to multiple devices with different char-

acteristics (size, features, OS versions, etc.) and runs the tests on every device. When 

all the tests are completed a report containing the results of the tests in all devices is 

returned to the end user. 

  

 

Figure 1. Mobile Testing as a Service with Continuous Integration 
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According to Mona Erfani [6] and C.Mano [10], MTaaS is important due to the 

following reasons: cost reduction by leveraging cloud computing resources and mo-

bile device distribution, recurrent variations and upgrades of mobile platforms and 

technologies, high mobile test complexity, mobile scalability of software as a service 

(SaaS) and applications, on-demand testing service, mobile usability and internation-

alization, and testing multi-tenancy of mobile SaaS. 

3 Mobile Testing as a Service Solutions 

Most of cloud services for mobile testing provide a group of devices where an appli-

cation can be deployed to and tested. These devices are hosted by the cloud services, 

and remote access to those devices is given in order to perform all the testing needed 

to approve the application. These services offer the possibility of interaction with the 

devices using an interactive interface, and automation of running tests in multiple 

devices at the same time. 

3.1 Xamarin Test Cloud 

Xamarin Test Cloud (www.xamarin.com/test-cloud) provides a service where an An-

droid or iOS application can be uploaded to be tested in more than 2400 different 

devices.  

Written tests using the integrated template can be used to automate all tests to be 

run in all devices. The devices contain different versions of the Android and iOS op-

erating system and any device feature can be used during the test (GPS, camera, rota-

tion of the device). The service can be integrated with different continuous integrated 

(CI) systems (Team Foundation Server, Jenkins, and TeamCity) and also generates 

reports about the performance of the application (memory, CPU, duration, etc.).  

The Xamarin Test Cloud service is consisted of four essential parts:  

 A framework called Calabash so that developers can write tests with Cucumber 

(www.cucumber.io) and Ruby (www.ruby-lang.org). The tests are well suited 

to Behavior Driven Development (BDD), which helps focus development on 

the delivery of prioritized, verifiable business value by providing a common 

vocabulary that reduces the boundary between business and technology. BDD 

relies on the use of a very precise vocabulary to diminish miscommunication 

and to guarantee that everyone are not only on the same page but using the 

same words [17]. 

 A framework called Xamarin.UITest that lets developers write tests with the C# 

language using the testing library NUnit (www.nunit.org). This is ideal for 

teams that are familiarized with written test with NUnit and/or are already do-

ing their mobile developments using Xamarin (www.xamarin.com). 

 A test cloud service that has thousands of physical mobile devices of different 

hardware, sizes, features, and OS. The application that needs to be tested is up-

loaded to the service, which will install it on all the devices, run the tests, and 

returns and informative report to the user with the results. 
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 A tool (Xamarin Test Recorder) to help users that are not familiarized with writ-

ten tests or using APIs. A user starts the tool, connects to a device and per-

forms interactions in order to create a test workflow. The tool will capture all 

interactions and then create a scenario written in C# so that it can be included 

in the group of tests to be run. 

This service provides all the necessary components that allows teams to create au-

tomated tests to be run on multiple devices and verify if the behavior was accurate. 

In Figure 2 is presented the test cloud service workflow. 

 

 

  Figure 2. Test Cloud Workflow 

The whole process is very well implemented and can handle the more common 

testing scenarios, but at this moment, the service can’t run tests that need the follow-

ing requirements: 

 Run tests for more than 180 minutes 

 Testing with Bluetooth connected 

 Network connection that isn’t Wi-Fi 

 Throttling Wi-Fi 

 Different battery setups 

 Camera usage 

 Starting an application automatically rotated 

 VPN into corporate network instead of opening up ports to the firewall 

 Integration with other applications installed on the device 
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3.2 AWS Device Farm 

AWS Device Farm (www.aws.amazon.com/device-farm/) offers a service to test an 

application with different operating systems (Android, iOS) and also web apps on 

more than 350 different devices. The testing process can be automated by selecting 

the tests that will be executed using a continuous integrating environment like An-

droid Studio and Jenkins. A test environment can be configured to simulate real-world 

conditions like language, location and network connection. Reports with the applica-

tion performance and other metrics are given after the tests have been run to help 

identify problems with the application. 

 This service helps users to interact and test a mobile application with different 

mobile devices and OS that are hosted in Amazon Web Services (AWS). A user can 

use the service by automating the applications tests using a testing framework or by 

remote accessing a device to perform the necessary interactions to validate the status 

of the application. The tests are run in parallel and as the tests complete a report con-

taining screenshots, performance data, low level logs and high level results. The ser-

vice supports testing of native and hybrid Android (with remote access for interactive 

testing), iOS, and Fire OS apps, including those created with Xamarin, PhoneGap 

(www.phonegap.com), Titanium (www.appcelerator.org), Unity (www.unity3d.com) 

and other frameworks. 

 Remote access to test an application allows user to interact with the device in real 

time, which can be useful in some situations. During the remote access sessions logs, 

action detail and a video of the session is produced at the end. 

 The main limitations of the service are listed below: 

 Limited number of Android and Fire OS devices are supported for remote ac-

cess 

 Maximum app file size is 4 GB 

 Maximum 5 devices to run tests in parallel 

 60 minute remote session limit 

3.3 Appium 

Appium (www.appium.io/) is an open-source tool for automating applications on iOS 

and Android operating systems. Tests can be created using different languages and 

then sent to the server to be executed. It can be installed on a private server and it 

creates a device hosting environment that can be integrated with multiple CI systems 

to automate the run of tests on multiple devices. 

 This tool allows the writing of tests against multiple platforms (iOS, Android, 

Windows), using the same API, which enables code reuse. The service uses vendor-

provided automation frameworks so that there is no need to compile that application 

in any specific way. It has a client-server architecture so that a testing client can be 

created in any language, it only needs to follow a specific protocol and send the ap-

propriate HTTP requests to the server. 

 Appium can be entitled a webserver that exposes a REST API. It accepts connec-

tions from a client, listens for commands, performs those commands on a mobile 
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device, and responds with an HTTP response representing the result of the command 

execution. Existing a client/server architecture opens the possibility to write the test 

code in any language that has a HTTP client API, the server can be on a machine 

while the tests are running on a different machine, write test code and rely on a cloud 

service to receive and interpret the commands. The automation is always performed in 

the context of a session. Clients initiate a session with a server in ways specific to 

each library, sending a POST /session request to the server, with a JSON object called 

the ‘desired capabilities’ object. At this point the server will start up the automation 

session and respond with a session ID which is used for sending further commands. 

Desired capabilities are a set of keys and values sent to the server to tell the server 

what kind of automation session is intended in starting up. The server is written in 

Node.js (www.nodejs.org). There are client libraries (in Java, Ruby, Python, PHP, 

JavaScript, and C#) which support Appium’s extensions to the WebDriver protocol. 

There are graphical user interfaces (GUI) wrappers around the server that can be 

downloaded. These come bundled with everything required to run the server, so there 

is no need to have some apprehension about Node. They also come with an Inspector, 

which enables you to check out the hierarchy of your app. This can come in handy 

when writing tests. 

3.4 Calabash 

Calabash (calaba.sh/) is an open-source tool for automating acceptance testing for 

mobile applications. It provides a framework for Android and iOS in order to create 

the tests and run them on the devices. The tool can be used in different CI systems 

and is maintained and used by Xamarin on their MTaaS solution. 

 It consists of libraries that enable test code to interact programmatically with native 

and hybrid apps. The interaction consists of a number of end-user actions. Each action 

can touches, gestures, swipe, rotate, assertions, and screenshots. 

Calabash has support for Cucumber. Cucumber lets you express the behavior of 

your app using natural language that can be understood by business experts and non-

technical quality assurance (QA) team. Although Cucumber is the main focus, Cala-

bash can be used to write automated functional and acceptance tests using any Ruby-

based test framework. 

4  Results 

  Table 1 summarizes the MTaaS solutions mentioned above and a comparison 

based on their main features.  

  

Table 1. List of MTaaS Solutions 

 Xamarin Test 

Cloud 

AWS Device 

Farm 

Appium Calabash 

Open Source   X X 
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Commercial X X   

Android X X X X 

iOS X X X X 

Other OS X X X  

Different OS versions X X X X 

Number of devices >2400 >350   

Max testing time in minutes 180 60  None None 

Device Interaction X X X X 

Testing Results X X X X 

Performance Results X X   

CI support X X X X 

 

All the services mentioned in table 1 can be applied to a mobile developing pro-

cess. Each of them have their advantages and disadvantages, but all of them can 

achieve the goal of making the mobile application development scalable, maintainable 

and more reliable. 

The commercial solutions have the advantage that starting to use the service will 

be more rapidly since all the infrastructure is already in place and only minor account 

configurations need to be done. On the downside there are some limits in the number 

of devices available, and the tests need to be carefully selected to take the least 

amount of time possible. 

The open source solutions have the downside that all the configuration, installation 

and integration has to be done by the development team, and the mobile devices need 

to be acquired, but all the system is controlled by the team, so the tests can be run at 

any time and take the time necessary to complete, also any custom configurations or 

implementations are more easily implemented. 

Automating mobile testing improves the productivity of applications being devel-

oped, but manual testing is still needed and there is room for manual and automated 

testing [7] [8]. Automating test cases helps insure that those tests are run when new 

versions of the applications are developed in a shorter time span. When all this pro-

cess is automated and run on a CI system, developers and quality assurances can have 

more time to identify new test cases to be implemented and do more exploratory tests 

trying to identify more possible problems. This will help have a scalable and main-

tainable process as more and more tests are automated. 

5 Related Work 

Several works are being done to help provide better solutions for TaaS for all OS. 

Shenbin Zhang [12] provides mobile application functional test solution based on 

TaaS platform. The solution focus on Android native apps and provides an integrated 

app test environment. Using an automatically generated test script based on functional 

traversal, the TaaS user can customize the test environment by configuring the devic-

es in the cloud. After the project is submitted the TaaS can execute the distributed test 

automatically. 
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 Chuanqi Tao [13] presents a setup for a Mobile Infrastructure as a Service (MIaaS) 

for MTaaS. It is presented a prototype of MIaaS for MTaaS with support for resource 

provisioning, monitoring, billing services, and a consistent mobile test infrastructure 

for different mobile testing service tools for the future. 

 Jun-fei Huang [14] presents a Remote Mobile Test System, designed to solve the 

problems associated with maintaining real mobile phone and inefficient compatibility 

testing. The system is essentially a mobile testing cloud, and end users can request 

devices on demand to test their software with automated testing features. 

 C.Mano Prathibhan [15] proposes a cloud based mobile application framework that 

can be used to perform various type of testing in any given Android mobile applica-

tion. The framework has an automated testing tool that integrated with the testing 

framework provides Android Testing as a Service (ATaaS) for users. 

 Tao Zhang [16] provides a statistical and step-by-step approach for engineers to 

obtain an optimal test sequence for diverse mobile test devices, platforms, and envi-

ronments. It discusses a tree model to support compatibility test modeling and analy-

sis, a statics method applied to cluster mobile devices with similar configurations and 

appliances to avoid redundant testing, an optimization strategy to rank mobile devices 

by their market share and a compatibility testing service. 

The list of studies presented are a combination off areas that integrate with mobile 

testing as a service.  

6 Conclusions 

Guaranteeing the quality of mobile applications is difficult because of the number 

of variables that need to be considered. Multiple hardware and software versions, 

network interfaces, existence of different type of mobile applications (hybrid, web), 

diversity of sensors, cameras, battery, etc. Because of all of these factors that need to 

be taken into account, testing mobile applications needs to be a thorough process and 

of very high importance for all parties involved in the development, testing and con-

sumer phases. 

For these reasons, extensively testing is migrating to the cloud so that the testing 

process is done in less time and to decrease development expenses, that is very im-

portant for several companies that don’t have the budget to have a bigger develop-

ment team. 

In the paper it was described the Mobile Testing as a Service workflow and pre-

sented its main advantages of having a cloud based testing system. It was presented 

some solutions to start implementing this process, each solution has its advantages 

and disadvantages and it is up to the person responsible for the development process 

to choose which solution is the one that fits the way of work of its development team 

in order to get the most out of this service.  

Mobile testing clouds, on-demand mobile testing services infrastructures, and mo-

bile test automation solutions are needed to meet the demands on mobile testing. 
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Abstract. The Agile methodology has a remarkable use in software 
engineering. Especially Scrum framework has a huge adoption in market by the 
enough recognition as efficient development process in by delivering software 
fast even under the time constrains. However, like other agile methods 
including, Feature Driven Development (FDD) and Extreme Programing (XP) 
has also been criticized because of unavailability of effective security elements 
in their practices. Moreover, security of web applications is still a major issue 
of increasing importance due to the growth of the Internet. In order to have a 
deeper look into the matter and understand more about the reality, we 
conducted a systematic literature review (SLR) and studied the literature and 
software solutions for the last 10 years for analyze what are the mains issues in 
agile security testing.  The result of this paper shows the important aspects to 
be considered in terms of the organizational point, the project, the team and the 
process during application of the Scrum. 

Keywords: Agile Methodology, Scrum, Security Testing, Software 
Engineering 

1   Introduction 

Agile methodologies have had an important impact on software development 
practices in recent years. A significant amount of positive feedback has been noted 
from the organizations that practice agile methods in software engineering. Their 
statements [1, 2] suggest that agile methods help during the software development 
process by emphasizing rapid development. This, along with an ability to quickly 
respond to changes in requirements, leads to a high degree of customer satisfaction. 
Agile methods are more flexible and help to reduce iterations. However, they need to 
follow several rules related to the agile manifesto, including those concerning less 
documentation and team member interactions, which provide appropriate 
communication with customers and other users. 
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On the other hand, the security of web applications is still a major issue of 
increasing importance due to the growth of the Internet and the vast amount of 
available applications and services. Ensuring security of applications requires 
thoroughly testing at all stages of the development process, and therefore, several 
testing methods have been investigated in order to optimize the security testing 
process. Nevertheless, agile methodologies do not suggest or include security 
elements in their models. In general, the exclusion of security elements from the agile 
development process creates vulnerable software.  

Although the Scrum framework is the most popular agile methodology in world 
organization, it does not provide guidelines for dealing with the security aspects of 
software [3]. The original Scrum model does not include software security planning 
from the start [4]. This means that security practices are not expected to the Scrum 
team. For instance, security reviews are supposed to be completely objectively 
performed by the use of automated tools to compensate the lack of effective security 
testing during the development. 

In this paper we present a Systematic Literature Review (SLR) realized toward 
identifying common problems, threats with Scrum framework. In this way, we can 
correlate the practices of this approach with vulnerabilities of the web application in 
order to analyze the security testing perspective. This paper is organized as follows. 
Section 2 gives a brief description of Scrum methodology and the agile testing. 
Section 3 describes the method used for the systematic literature review (SLR). 
Section 4 exposes the results of the SLR. Section 5 presents the conclusions and 
future work. 

 

2   Main Concepts 

Bringing the security approach in the context of agile software development, this 
paper describe a Scrum Framework as the agile methodology and security testing in 
that environment as main concepts. 

2.1   Scrum 

Scrum is the most popular agile methodology in the software industry and using those 
Scrum practices, several companies have improved their quality and productivity [5]. 
The core of the Scrum framework is that customer requirements can be changed 
during development and software is developed iteratively. Iterations are called sprints 
and every sprint starts with a sprint planning meeting where the customer reviews and 
prioritizes requirements.  

The prioritized requirements recorded as user stories that can be delivered by the 
development team are selected, agreed and transferred to sprint backlog that is used to 
manage the requirements during the sprint. Then the development team works 
together to develop software features, satisfy customer requirements and deliver 
shippable software by the end of each sprint. This shippable software increment is 

Proceedings of the 12th Doctoral Symposium in Informatics Engineering - DSIE’17

p.42



presented in the sprint review meeting where the customer can think about further 
requirements. The most frequent meetings are daily stand-up meetings where 
development team members discuss what they have done since the last meeting, what 
they will do in the coming days and whether they are facing any impediments. 

Three roles are defined in the Scrum framework. The Product Owner represents 
customers and is responsible for defining and prioritizing software requirements and 
records them in the product backlog. The Development Team is responsible for 
delivering the potentially shippable software by the end of each sprint. The Scrum 
Master facilitates Scrum meetings and ensures the development team can work as 
efficiently as possible [6]. In Fig. 1 we can observe the Scrum process, showing the 
most basic elements that characterize this methodology. 

 

 
 

Fig. 1. Scrum process1. 

 

2.2   Agile Security Testing 

For competitive reason such as short delivery, flexibility, cost control, transparency, 
agile methods are widely used for web and network application development [7]. 
Regardless of security risks, the agile methods have few features specifically 
addressing security issues [8]. 

The Agile Security Testing methodology, suggested by Tappenden et al. [9], 
consists of three main steps. Step 1, the modeling of security requirements, is 

                                                             
1 http://www.scrumguides.org/scrum-guide.html#definition 
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executed by creating abuser stories [10] and/or misuse cases [7, 8] in order to elicit 
security requirements. These are then used as reference points when testing for 
security in order to verify or falsify a given security requirement. Step 2 a highly 
testable architecture, is achieved by adding a test layer on top of each of the three 
layers that Web applications typically consist of, for example, presentation layer, 
business service layer and data service layer. Step 3, running automated security tests, 
which is necessary in order to fully benefit from Agile Security Testing. 

Researchers suggest that there is a clash or disparity between established security 
engineering processes and methodologies proposed by the agile manifesto. This 
implies that agile methods work with short development increments that adapt easily 
to change, whereas existing security engineering processes rely on a waterfall 
development setting to reduce defects through heavy and inflexible processes. 
However, the growing trend towards the use of agile techniques for building software 
and the immense increase in security breaches over the past few years imply that it is 
essential to integrate the existing engineering processes with agile process.  

3   Method 

In this paper was used a systematic literature review as research method. According to 
Kitchenham [11], this method is for identifying, evaluating and finally interpreting 
literature relevant for research questions in a certain topic area.  It is one of the most 
important methods in Evidence-Based Software Engineering (EBSE) [12]. The 
systematic review reported in this article has the objective of summarizing the main 
studies about the security testing with agile methodology focus on Scrum in software 
engineering. The following sections will provide an overview of those approaches, 
regarding the relevant concepts found for this literature review. 

3.1   Research Objectives and Questions 

The purpose of this systematic literature review is to analyze scientific publications in 
order to identify security perspective in organization during production of their 
products by Scrum methodology. It means, analyze security testing in the agile 
practices considering the steps of the process. The research questions that guided the 
systematic review process, were: 
Q1: What are the main issues of security testing in Scrum? 
Q2: What is the impact on agile development especially in Scrum? 

 

3.2   Search Strategy 

The strategy used to construct search terms is as follows: 
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a) Derive the major terms from the research questions by identifying the population, 
intervention, context, and outcome; 
b) Building search strings using AND and OR to include synonyms and abbreviations 
and to join the main terms derived from the research questions; 
c) Dividing in 4 phases the search with different context according to the tables 1, 2, 3 
and 4; 
d) The main fields during the phases are: Security Testing - ST, Software 
Development - SD, Agile - A and Scrum – S; 
e) The contexts are: TAK - Title, Abstract and Keywords; K - Keywords only. 

 

Table 1.  Search String Phase 1 

Steps Field 1 Context 1 Field 2 Context 2 Output 
1 ST TAK SD TAK 1594 
2 ST TAK SD K 428 
3 ST K SD TAK 540 
4 ST K SD K 222 

 
 

Table 2.  Search String Phase 2 

Steps Field 1 Context 1 Field 2 Context 2 Output 
1 ST TAK A TAK 122 
2 ST TAK A K 46 
3 ST K A TAK 25 
4 ST K A K 18 

 

Table 3.  Search String Phase 3 

Steps Field 1 Context 1 Field 2 Context 1 Field 3 Context 3 Output 
1 ST TAK SD TAK A TAK 66 
2 ST TAK SD K A K 34 
3 ST K SD K A K 26 

 
 

Table 4.  Search String Phase 4 

Steps Field 1 Context 1 Field 2 Context 2 Output 
1 ST TAK S TAK 22 
2 ST TAK S K 18 
3 ST K S TAK 16 
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4 ST K S K 13 
 

 

3.3   Study Selection 

In this work, we decided to consider a large diversity of studies related to the research 
topic, including recent papers journals, proceedings of conferences and congresses in 
technology area. The search selection is limited to the following database sources: 

 
• Scopus 
• ACM Digital Library 
• Springer Link 
• IEEE Xplore 

 
The relevance of the studies for this work was evaluated through the use of the 

inclusion criteria and the study’s quality assessment criteria. Once potentially relevant 
studies were obtained from the searches, they were deeper analyzed and the relevant 
studies were included and those with little relevance were discarded.  

4   Result 

In our findings, were identified common problems that threat the security testing in a 
web project with agile methods as development paradigm. Moreover, was noted some 
issues especially to the Scrum approach as well. This section presents the systematic 
literature review results, organized according to the research questions and for it, we 
put the answers in four categories: organizational, the product, the team and the 
process.  

Organizational 

In any company, the success of the product depends on the many factors. The papers 
[5, 13–16], agree that organizational culture has the great importance for it. In this 
case, the support from the stakeholders, transparency, to walk toward of the mission 
contributes for positive aspect. The Agile methodologies must be used within an agile 
culture that is characterized by a broad support for the negotiations, a capacity for 
change, the collaboration and the continuous exchange of experiences and knowledge. 
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Product 

This category was related to vulnerabilities against the companies’ product. Most of 
the agile security testing facing threats web application. In many papers were 
identified security problems been common nowadays. According to the paper [5, 17–
20], the OWASP, the top 10 vulnerabilities in web application are:  

 
 

i. SQL Injection 
ii. Broken Authentication and Session Management 

iii. Cross-Site-Scripting(XSS) 
iv. Insecure Direct Object Reference 
v. Secure Misconfiguration 

vi. Sensitive Data Exposure 
vii. Missing Function Level Access Control 

viii. Cross-Site Request Forgery (CSRF)  
ix. Using Components with Known Vulnerabilities 
x. Unvalidated Redirects and Forwards 

 
Most of the time, in agile development is adopted the use of automated testing 

tools in advanced perspective for those threats, in order to ensure a high coverage of 
project tests. During the development step, the security is checked on business logic, 
looking for misuse scenarios for features. 

 
 

Team 

Looking deeply, one of the key points that we found was that the agile approach 
increased the security awareness in the development team, not only in tester team. 
Sometimes developers and architects are less prone to worry about security for a 
number of reasons. Raising security awareness in the development team was hence a 
considerable benefit. The development team became accustomed to asking the 
question “how can this functionality be misused?” 

Studies as [5, 13, 21, 22], are taking a look to the problem as a lack of team 
training, communications through the roles involved, size of the team, teams not 
aligned, the skills of the teams, rotation of members of the team, lack of experience 
with the agile methods, lack of effective communication and misunderstandings, 
security awareness and lack of comprehension of the Agile values. 
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Process 

For this category, we found the papers [5, 8, 13, 14, 20, 23]which confront the 
security agile testing in Scrum frameworks in some aspects: 

 
• Software security inspections: Where security testers manually review the surface 

of the software solution, understanding and checking its client-server protocols, 
resources, features, and functional security controls; 

• Security checks on business logic: Making use of implemented functionalities 
looking for misuse scenarios in front of, such as impersonation, elevation of 
privileges, privacy breaches. 

• Automated web vulnerability analysis: Executing security scanners against the 
targeted web application dynamically when the software is running. Automated 
source code analysis.  

• Manual web vulnerability analysis: Performing manual attacks against the 
targeted web application with the software running, just using a web browser or a 
web proxy as tools. Manual code reviews of top-critical parts of the application. 

• Third-party dependencies analysis, looking for published vulnerabilities that 
could affect the application security. 

• Restrict information: Unauthorized access Log analysis, verifying that accurate, 
proportional, and appropriate information is properly registered in the software 
traces, and that no sensitive information is being logged by mistake. 

 
In the Scrum sprint approach, the users stories are what drive the development, but 

there is no focus on security for it in this step. The studies 13], [14], [20], revealed 
relevant points in this agile methodology: 

 
 
• Security tests after the first sprint: In addition to the usual activities, which are 

common at the beginning of the testing phase, the objective of this stage is to 
configure the security testing environment needed for the rest of the stages, it 
included the configuration of the automated tools for dynamic analysis and 
source code analysis.  

• Security tests for every subsequent sprint: Every automated tool configured 
after the first sprint is executed at least once per sprint, looking for software 
implementation errors that could lead to vulnerabilities related to most 
common attacks as mentioned by OWASP in project category. 

• Security tests on every release: Before the delivery of a new release, in 
addition to the “on every sprint” tasks, a set of security tests should be taken. 
Manually verified executed by the security Team. The automated tools also 
can be used in a dynamic context involving regression and integration testing 

 
 
Finally, the table 5 shows the 20 papers selected organized by the categories of 
potential problems found in our study. This means, for each paper analyzed, we 
assigned according to the type of the threat. 
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Table 5.  Papers Selected 

 Categories 
Reference Organizational Product Team  Process 

[17]  x   
[18]  x   
[15] x   x 
[8]  x  x 

[23]    x 
[24]  x   
[25] x x x x 
[13] x  x x 
[14] x   x 
[26]  x   
[27] x   x 
[28] x  x x 
[21]   x  
[20]  x  x 
[19]  x   
[22]   x  
[29]  x  x 
[16] x    
[5] x x x x 

[30] x   x 
 

5   Conclusion and Future Work 

 
This study presents a systematic literature review on security testing in Scrum. Were 
pointed 20 papers with relevance on the research questions and the study criteria. 

Base on our finding of this research, we regarded the view through the 
organizational, the project, the team and the process perspective involved in our work. 
After the review of the papers, we could identify common threats and put in 
categories. The use of the automated tools has a important role during the agile 
process been used to test automatically analysis of the code, browsing testing 
verifying the vulnerabilities and to measure the performance of web application with 
satisfactory coverage. On the other hand, it does not imply on manual tests that also 
can be combined in order to quality assurance.  

Although the Scrum is the most used agile methodology in the companies, the agile 
security testing presented considerable issues that are potentially discussed from the 
papers analyzed. This work organized by categories the result of this analysis focus 
on evidences of systematic literature review, it means, security testing activities 
synchronizing with agile methodology of the Scrum. Is extremely important the 
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security awareness in the whole cycle of the methodology and not be restrict only by 
security team.  

As future work, we can enlarge this systematic literature review for other scientific 
data sources such as Web of Science, Google Scholar and other relevant area 
repository, in order to bring other evidences. Also to apply this security approach used 
in Scrum in others agile methods like Extreme Programming XP and Feature Driven 
Development FDD.  
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Abstract. The rapid ever-increasing population and urban activities have im-
posed a massive demand on Urban Transportation Systems (UTS). These systems
were not prepared for such events, so traffic congestion and defective metropoli-
tan systems were a direct consequence of this deficiency. The explosion of com-
puting technology brought together expertise from different scientific and tech-
nical disciplines giving birth to new computing and communication paradigms.
Taking advantage of the modelling and simulation technologies we have devised
a framework that combines the characteristics of Multi-Agent System Develop-
ment Framework, JADE, and the microscopic traffic simulator, SUMO, for the
development and appraisal of multi-agent traffic solutions in contemporary traf-
fic and transportation systems. Therefore we present to the community of re-
searchers and practitioners a tool that can instantiate a heterogeneous Artificial
Society (AS) of drivers immersed into a realistic traffic environment.

Keywords: Artificial Society, Intelligent Transportation Systems, Multi-Agent
System, Microscopic Traffic Simulator, JADE, SUMO

1 Introduction

The rapid ever-increasing population and urban activities has imposed a massive de-
mand on urban transportation systems. The main problem is that most of the urban
areas were not prepared for such hasty development which led to weak and defective
metropolitan transportation systems [7].

Efficient transportation systems are crucial to an industrialized society, therefore
rapid and effective solutions for traffic congestion are needed to prevent its negative
impact in the city’s social and economic welfare. A way to address this issue is resorting
to the use of modelling & simulation.

Transportation domain presents an inherent complexity. It involves diverse hetero-
geneous entities either in infrastructure or in behaviour, (e.g. vehicles, pedestrians),
that can interact, reflecting social behaviours that go from coordination to competition.
Moreover, the transportation domain presents a high degree of stochasticity and dynam-
icity especially when considered in an urban context. Thereby, using simulation and
taking advantage of its characteristics we can test with several management solutions
or even changes in the network more cheaply and faster. Such approach can provide
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us with the possibility of comparing studies between new infrastructures’ designs or
control algorithms without having to interfere in the real world.

Taking advantage of this simulation technologies a new generation of mobility sys-
tems, Intelligent Transportation Systems (ITS), arose and could be implemented or pol-
ished before being applied [12]. The ITS arise as the synergy between Information
and Communication Technologies and Urban Transportation Systems, which include
vehicles and networks that move people and goods. Traditionally, mathematical equa-
tions describe the drivers and pedestrians movements taking into account several flow
restraints, they are used to tackle traffic related issues and to model them. According
to this approach, the traffic problem was handled as a whole, and the solution was a
product of the fulfilment of all trips.

The formalization of ITS concept is to be considered a great achievement by the
transportation engineering community of practitioners and researchers. However, in
the last few years the traffic and transportation domain has made a breakthrough in
the way it is conceived. The explosion of computing technologies in the last decades
brought together expertise from different scientific and technical disciplines giving birth
to new computing and communication paradigms. A new type of systems called socio-
technical arose from such mutual conjunctions where people and technology live in
symbiosis. The transportation and, generally speaking urban domain, could not be im-
permeable to such revolution. Indeed, it proves to be a valid test-bed where such new
social and technological paradigms can be applied.

A new concept has been coined to deal with this revolution, Future Urban Transport
(FUT) Systems. Within FUT the notion of mobility system overcomes the ITS limita-
tions, instead of focusing only on the simple processes of transportation of good and
persons it becomes more conscious in terms of environment, accessibility, equality, se-
curity, and sustainability of resources [15]. People are placed as a central aspect, as well
their preferences, of the urban systems, forcing architectures to become more adaptable
and accessible to their needs. Therefore, new technologies and methodologies are nec-
essary to track these new models, which leads us to our motivation.

Motivation

Normally, in traffic solutions development, the use of a simulator is very straightforward
related to traffic flow and junction management. Despite the many attempts and pub-
lished papers, the solutions presented do not make full use of the concept of intelligent
agents.

Additionally, the multi-agent systems paradigm has become recognized as a useful
approach for modelling and simulating complex systems [13].

Keeping the above mentioned revolution in urban transportation in mind and guided
by the need to design more human-centric economic and environmental solutions, a
framework that generates an urban context, meaning a traffic network and its inherent
heterogeneous population, is necessary so that analysts and designer can study, develop
and evaluate their policies and strategies.

The aim of this paper is to present community of researchers and practitioners with a
tool that can instantiate a heterogeneous Artificial Society (AS) of drivers immersed in a
realistic traffic environment. Experimentations with such AS can help us study emergent
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mobility patterns and how information or knowledge can affect the drivers’ decision-
making process. The concept of AS can be used by traffic managers or government
institutions as a test-bed for strategies or policies analysis towards a social-aware use of
resources, or other optimization approaches.

In order to achieve the coupling of AS with traffic urban environment we will devise
an integration of a microscopic traffic simulator for large-scale networks with an agent
development platform framework, in order to support all the necessary elements of the
Artificial Society of Drivers.

The remainder of this paper consists of the following. Section 2 briefly describes
Artificial Societies in the traffic domain. Section 3 overviews the several components,
utilities and tools of our framework. Section 4 provides insight into our implementation
and agent architecture. Section 5 illustrates a usage example of our framework in a
real-world scenario. Finally, Section 6 offers discussion and concluding remarks.

2 Artificial Societies in Traffic Domain

Agent-based computing is one of the powerful technologies for the development of dis-
tributed complex systems [24]. The growing interest in agent technology results from
its inherent ability to decompose a system into multiple agents to achieve a global ob-
jective.

One great potential of Agent-based Modelling and Simulation (ABMS), is its ap-
plication to simulate human societies. Traditional social simulation models were quite
naive; they only supported homogeneous populations and sub-populations and thus,
were unable to couple different social science disciplines.

First, Thomas Schelling [20] with the segregation model and then Epstein and Ax-
tell with “Growing Artificial Societies” [8] made a breakthrough on how we can use
agents for theory exploration or generation.

Epstein and Axtell [8] said: “Fundamental social structures and group behaviours
emerge from the interaction of individual agents operating on artificial environments
under rules that place only bounded demands on each agent’s information and compu-
tational capacity”.

Not surprisingly, traffic systems are inherently linked to an urban context, which can
be represented as a society, allowing agent technologies and Multi-agent simulation to
cope with this field.

This artificial society is composed by an environment where a set of heterogeneous
agents operate, obeying to defined behavioural rules (social rules) manifesting global
dynamics.

Social systems are among the most complex systems in our world. Coleman [6]
introduced the “Coleman boat”, see Fig. 1, a representation of the process of human
actions and social changes, meaning that macroscopic actions do not just cause change
of the macro state of a society, but at the same time causes a change in the micro state
of most or all of the individual beings.

Urban tissue can be represented as a society that presents organizational features.
Thus, the concept of Agents and Agent-based Social Simulation can cope with trans-
portation domain approaches to optimize and design systems.
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Fig. 1. The Coleman boat describing downward and upward causation [6]

As it is known, Metropolitan Systems are spatially spread and are composed by a
great number of interacting entities in its domain, each of which with its individual be-
haviour. Herewith, the combination of all these specific actions have great influence on
the overall system’s condition. So, a good abstraction for these environments is agent-
based traffic simulations, where each entity of the domain is modelled by an agent, e.g.
vehicles, infrastructures, as well its behaviours.

We will focus our research in traffic simulation, specifically the Driver-Vehicle
Agents. This term refers to the idea that a single entity, i.e. the agent, incorporates
the complex human driving behaviour as well as the properties of a vehicle. The be-
havioural part of this entity reasoning is based on the decision-making process on a
short or long term basis taking into account the characteristics of human behaviour in a
given situation e.g. the quick overtaking decision or the re-routing in a network.

3 SUMO and JADE Overview

Having to deal with atomic entities in the transportation domain, i.e. vehicles or drivers,
an Agent-Based Modelling approach seems to be the appropriate way to represent the
road traffic environment and the driver entities that live and interact in it. A traffic simu-
lator that can implement the agent paradigm must provide a good Application Program
Interface (API) for accessing the vehicles’ and other traffic variables, so that we can
create, control and monitor its states from an external application.

We will also need an intuitive MAS development framework, which will be used
to implement the drivers’ artificial society. Thus it should be sufficiently portable, to
match the simulator’s execution environment and also be flexible enough to allow com-
munication with the simulator’s API.

The microscopic traffic simulator chosen to provide the environment and traffic
entities simulation was SUMO, which is an open source, highly portable, microscopic
traffic simulator. It provides real-time interoperability with other applications through
the TraCIs API. This microscopic traffic simulator will provide us with the individual
vehicular entities and the traffic environment.

We want to use a standardized and mature MAS development tool, so we chose
JADE (Java Agent DEvelopment Framework). This free framework is highly portable
since it has interoperating versions for every profile of Java Machines. JADE aims to
simplify the development of MAS while guaranteeing standard compliance.
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Our goal is not just to produce a framework for a single microscopic traffic simu-
lator, but to any that fulfils the aforementioned requirements. So, instead of linking the
MAS framework directly to the simulator’s API, we will use TraSMAPI (Traffic Sim-
ulation Manager Application Programming Interface) as a generic microscopic traffic
simulator API. This tool will allow a higher level of abstraction and transparency, which
enables us to use any microscopic traffic simulator, allowing result comparison among
other benefits.

3.1 SUMO

Simulation of Urban Mobility (SUMO) [2] is an open source, highly portable, micro-
scopic and multi-model traffic simulation package designed to handle large road net-
works and to establish a common test-bed for algorithms and models from traffic re-
search. The simulator was developed in the Institute of Transportation Systems at the
German Aerospace Centre with collaboration of the Centre for Applied Informatics in
Cologne and it is licensed under GPL.

SUMO is possibly the most studied open-source microscopic traffic simulator in
the research community, with a high number of scientific papers referring to it. It is a
complex project with several contributors [9] [14], and consists of hundreds lines of
code, still growing. Its real-time interoperability is granted by TraCI’s interface, which
allows us to request data from an on-running traffic simulation.

SUMO is used in different projects in literature. It helps to investigate several re-
search topics like simulating realistic Vehicular Ad-hoc NETworks (VANETs) [18],
[17], to simulate automatic driving [16] or traffic management strategies, e.g. intelli-
gent traffic lights [10], [11], route choice among others.

3.2 JADE

JADE (Java Agent DEvelopment Framework) is a free software framework to develop
agent-based applications. Its goal is to simplify the development while ensuring stan-
dard compliance through a comprehensive set of system services and agents. JADE is
fully implemented in Java language and is compliant with the Foundation for Intelligent
Physical Agents (FIPA) specifications for interoperable multi-agent systems. Besides,
this agent platform can be distributed across several machines, which do not even need
to share the same Operative System (OS) [3].

The agent platform can be dispersed on several computers, where each of which
runs a single Java Virtual Machine (JVM). Each JVM is a container of agents that
provides a complete run time environment for agent execution and allows several agents
to concurrently execute on the same host

Numerous R&D projects, where an interaction between several elements is re-
quired, and in which an autonomous and dynamic adaptation to complex relations is
needed, have used JADE as a developing tool. In traffic domain, there are several works
that profit from JADE platform for developing Multi-Agent System traffic management
solutions [19], [22].
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Fig. 2. Framework Architecture Fig. 3. Driver’s Layers: tactic-reactive in
SUMO; strategic-cognitive layer in JADE

3.3 TraSMAPI

TraSMAPI (Traffic Simulation Manager Application Programming Interface) is a syn-
ergy between two main components: an Application Programming Interface (API) and
a Multi-Agent System framework [21].

The API was built in an abstraction level higher than most common Microscopic
Traffic Simulators so that, ideally, the solution should be independent of the micro-
scopic simulator choice. This is guaranteed as far as the chosen simulators allow it, and
provided that their communication interface differs and they do not implement the same
set of features.

This feature allows the comparison of results from different simulators using exactly
the same traffic management solution.

The Multi-Agent System framework is a module that is meant to serve as a starting
point for the creation of Multi-Agent Systems. It allows the creation of new agents by
following a common interface. The agents themselves are created with a reference to
one or multiple objects in the simulation gaining direct access to its artefacts or entities.

Concerning our work, we aim to substitute this MAS Framework Module for a
more widely distributed MAS frameworks - JADE. With this, we orient TraSMAPI
also to real-world solutions implementations, since it will have a more mature, generic
and FIPA compliant MAS development framework.

4 Proposed Implementation

Our goal is to provide community with a tool that can instantiate a heterogeneous Arti-
ficial Society (AS) of drivers immersed into a realistic traffic environment. Accordingly,
we have an artificial society of drivers in JADE platform, each of which responsible for
one vehicle in the SUMO’s traffic environment.

Taking into consideration all the general requirements and goals we have devised
the following architecture, depicted in Fig. 2

In Fig. 2 we can observe the main contribution of TraSMAPI in our framework.
TraSMAPI provides an abstraction over different possible microscopic simulators, which

Proceedings of the 12th Doctoral Symposium in Informatics Engineering - DSIE’17

p.58



completely makes our platform independent from a microscopic traffic simulator. Be-
sides, it makes possible further studies on comparing simulation results. Since this ar-
chitecture enables us to test the same solution, i.e. source code, in various microscopic
simulators, one can analyse the possibility of different outcomes.

The microscopic traffic simulator offers an API for access to its simulation state -
TraCI. For an external application to communicate with this software it must obey the
TraCI communication protocol and messages types. The Sumo Communication Module
attached to TraSMAPI, converts this low-level simulator’s API to a higher-level one,
which will be then used by our artificial society of drivers implemented in JADE’s
MAS development framework coupled to TraSMAPI.

Agent Architecture

To build and associate each driver agent with a simulated vehicle and endorse him with
all the driving decisions, skills and cognitive characteristics would be computationally
very expensive. To simulate hundreds or thousands of vehicles and driver’s decision-
making in JADE we have adopted the delegated-agent concept, which has been used in
[23], to separate the tactical from the strategic layer of the agent, and execute them in
parallel, thus improving performance, Fig. 3.

The tactic-reactive layer was entrusted to the microscopic traffic simulator, taking
care of reactive tasks related to driving itself e.g. break, change lane, slow down, over-
take. The strategic layer was kept in JADE’s framework, allowing researchers to im-
plement complex agent architecture, from pure reactive to pure cognitive. This layer, is
intended for more demanding and elaborate reasoning like re-routing, collect or spread
traffic information among other entities.

5 Experimental Set Up and Results Discussion

To illustrate the capabilities of the platform, our experimentation scenario is related to
the Braess Paradox in a route choice scenario, where the Artificial Society’s capability
of learning in adverse and dynamic situations emerges.

There are generally two types of travel behaviour: user-optimizing behaviour, in
which travellers are generally characterized as selfish and therefore select their optimal
route; and system-optimizing behaviour, in which a central controller directs traffic.
Our work focuses on the first one, the driver behaviour, and the Braess paradox occurs
only for user-optimizing behaviours.

Braess Paradox

In an urban area with a lot of traffic, adding a new road to distribute and facilitate traffic
may seem an intuitive idea. However, according to the Braess paradox, just the opposite
occurs: a new route added in a transportation network actually increases the travel time
of all individual travellers[4, 5].

The Braess Paradox is a good illustration of how easily our intuitions about collec-
tive interaction can be fooled.
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Car drivers seek to minimise the time to get from O (Origin) to D (Destination),
however, car drivers may not be able to act independently of each other: collective
interactions may influence individual behaviour.

We have made this experimentation scenario as a proof of concept of one of the
numerous uses that this platform provides to the community of researchers and practi-
tioners. In this case we tried to replicate the Braess paradox by setting up an artificial
society of “selfish” learning drivers, in a well defined scenario. Their goal is to get from
point O to point D the fastest way possible.

The network, sketched in Fig. 4, starts by being composed by two symmetrical
routes, each of which consists of a fast section and a slow one. Then, a new fastest road
is added, Fig. 5, providing drivers more and better road resources. This network change
could be considered as a new bridge construction possibility in the real-world scenario,
allowing a fastest way into the cities.

We have built an artificial society of Q-learning drivers, which will “live” for 500
days and perform, each day, a trip from point O to D. When arrived, each driver registers
his Travel Time (TT):

T T = arrivalTime−departureTime (1)

Taking the environment into account we have modelled it in a finite-state automaton,
with 3 edges from node ‘O’ to node ‘D’, and we have built the correspondent Q-table
to each of the driver agents, where each route choice in state s generates an utility.

Since our problem is scalar, depending only on the route choice and not from the
current state, we can simplify it to Q(r), being r the route chosen. Hence our utility-
function is:

Q(r) = (1−η)Q(r)+η .R (2)

being η the learning rate and R the Reward function:

R =
aT T
T T
−1 (3)

while aTT is the average Travel Time of all trips:

Fig. 4. Two route network Fig. 5. Three route network
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aT T =
∑T T
trips

(4)

For our test-bed we have defined an exploring and an exploiting time in each net-
work configuration for all 500 days.

Each network configuration, meaning different route arrangement, is explored by
the driver agents during 50 days, in which the drivers are randomly assigned to a route
so to retrieve knowledge from its journey time, thus updating his Q-table. The remaining
days are exploited by the driver according to its utility values. The drivers’ departure
time is equally distributed along the first hour of the day. So in the two-route scenario
(Fig. 4) the drivers will perform 50 day of exploration and 150 days of exploitation.
Afterwards, they will have another 50 days of exploration in the three-route scenario
(Fig. 5) and 250 days for exploiting their best options.

We have performed several tests with various number of drivers to observe their
learning process in a route-choice environment. We have managed to extract two differ-
ent patterns: On the one hand we have made experimentations with a very low vehicle
density, approximately 1 vehicle each five seconds, which did not evidence the paradox
scenario. Since the departure times were very temporally spaced, the new route was not
jammed and, therefore chosen by the majority of drivers.

On the other hand we have explored a test-bed with a high density of vehicles,
approximately 1 vehicle each two seconds. In this case, we have noticed the increase
of the travel time and the underutilization of the newly added route, despite being the
fastest one. This experiment is plotted if Fig. 6

Results Discussion

In the first exploitation phase [50,200], the number of vehicles that chose route A or
route B is nearly the same, without fluctuations, which establishes a constant average
travel time (observed in the bottom graph).

During the second exploration phase [200,250], we verify that the average travel
time in the new route C is a bit smaller. Hence, in the beginning of the second exploita-
tion period [250,500] the drivers should have a great utility in the choice of C. In fact,
we can observe that almost every 1900 vehicles chose to travel through it i.e. route
C, over exceeding the initial average travel time, recorded when there were only 2
routes available. With this insertion, the average travel time increased from approxi-
mately 1000 seconds to a staggering 3000 seconds.

The learning drivers, encountering such a scenario, quickly change their opinion on
the utility of route C. They return to their previous choice avoiding the overpopulated
route and improving their travel time. We can observe this event in the quick variation
in the upper graph’s peaks in just approximately 20 days.

With this learning process the overall travel time diminishes as well as the under-
utilization of route C, which becomes the less used route, despite being the fastest one.

Our main purpose is not to discuss the Braess Paradox, as it has already been done
by Bazzan & Klügl in [1]. However, with this tool, we could perceive the emergent
social behaviour which is the Braess Paradox. Hence, we could illustrate how the tool
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Fig. 6. Occupation and Travel Time in the 1900 Vehicle Test.
Top: Occupation(trip); Bottom: Travel-Time(trip)

can be used in a realistic case study, using a microscopic traffic simulator, having an AS
of learning drivers implemented to represent knowledge acquisition and exploitation of
a network.

6 Conclusions

Traffic systems have been subject to a lot of improvement last decades and travellers
have, in general, witnessed a revolution in the way a trip is planned in urban networks.
Hence, facing the current traffic situation in most developed countries it is now imper-
ative to foster new transportation methods using state-of-the-art technologies towards
Future Urban Transport (FUT).

Simulation proved to be an effective approach to analyse and design novel traffic so-
lutions in socio-technical aspect systems. We have devised a conceptual architecture and
we built a prototype of Artificial Societies in traffic scenario, where we experimented
the knowledge representation of the network using Reinforcement Learning techniques,
using the concept of delegate agent, where the agent uses tactic and strategic layers for
reasoning.

We proposed a framework where MAS of different nature can be instantiated over
the traffic domain, meaning socio-technical systems, embedded intelligent artefacts,
aiming to design more human-centric, economic and environmental solutions. This tool
also reveals great flexibility for multi-agent systems design and development in traffic
domains, since the developer can easily model and test his own synthetic population by
implementing their artificial society of drivers architectures, where each agents is pre-
sented with its own preferences and beliefs. Such AS can thus be used to design solu-
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tions based in individual or collective intelligence and participation (social-awareness)
or as a test-bed for policy evaluation by governmental institutions.

As future developments, not only, inter-vehicular or vehicle-to-infrastructure com-
munications, but also, new policies development and incentive mechanisms study, could
be built and appraised.
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Abstract. The increasing traffic volumes inevitably leads to traffic congestion,
affecting the economic activity of cities and resulting in heavy environmental
condition. One of the solutions under analysis is the development of electric ve-
hicles for personal and public transportation. However, there still remains some
concerns related to the consumption of energy for considering this implementa-
tion as a cost-effective solution. For instance, the fact these vehicles are immersed
in an urban context is an important aspect in evaluating its performance and ef-
fectiveness. This research follows an High-Level Architecture (HLA) based dis-
tributed architecture for electric bus powertrain simulation within a realistic urban
mobility environment, to analyze the performance of an electric bus for two dif-
ferent routes in the city of Oporto under a rush hour traffic flow condition and a
free-flow basis. The intent is to study the influence of rush hours traffic dynamics
in the amount of energy spent on the routes courses. To this effect, a simula-
tion platform was built coupling the SUMO microscopic traffic simulator with a
model of an electric bus powertrain subsystem designed in the MatLab/Simulink
environment. Simulation results are compared and discussed, with one of the key
conclusions being that the performance of the electric bus is negatively affected
by the rush hour traffic conditions, and that it is more evident in a more linear
route topology.

Keywords: Simulation Platform, Electric Vehicle Performance, Public Trans-
port, Route Planning, Traffic Flow Dynamics

1 Introduction

Over the last decades we have seen an increase in traffic and transport demand that
has intensified capacity problems in the infrastructure causing traffic congestions and
delays. Even with the constant expansion of the street and road system in large cities,
traffic congestion continues to be one of the major transport issues in practically every
urban area. According to the 2014 Urban Mobility Report [14] the congestion led urban
Americans to travel 6.8 billion hours more in 2013, which resulted in 3.1 billion gallons
of extra fuel, and delay will grow to 8.2 billion hours and wasted fuel will increase to
3.7 billion gallons in 2020.

Traffic congestion can have several effects on the economy, the environment and
people. Problems in the traffic system have a huge impact on virtually all areas of eco-
nomic activities, considering the flow of people and goods between cities is directly
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related to the road network [1]. Additionally, the time and fuel wasted while citizens
are stuck in traffic not only affect their financial lives but can also lead to serious health
issues, either due to stress, or to high air pollution levels. Besides, personal vehicles are
a major cause of global warming.

There is, of course, a diversity of different solutions trying to tackle congestion
problems. As congestion begins to occur when the amount of traffic on a road network
is approaching its maximum capacity, and the most obvious solution is to increase the
network capacity [16]. This can be done in several ways, such as building new roads,
extending the existing ones and adjusting the speed limit of roads to increase their
capacity. However, creating new roads or adding additional capacity to the existing
ones can be expensive, time consuming, can cause environmental and social impacts
and is not guaranteed that it solves the problem, as demonstrated by the Braess’ paradox
[2]. Thus, the increase in traffic volumes combined with often short distances between
intersections requires the adoption of a systems analysis approach to properly address
traffic congestion. Often, traffic congestion is not the result of excessive traffic, but the
result of overlapping bottleneck locations. The spillover effect of traffic congestion from
one location to another makes conventional engineering methods inefficient [11]

Electric vehicles seem to offer a sustainable solution since they use electricity as
fuel, producing less emissions than the conventional ones powered by fossil fuels, and
when the electricity is produced from renewable sources, electric vehicles produce zero
emissions [15]. On the other hand, public transportation is crucial to a citys transporta-
tion system and is essential to the quality of life of citizens. Combining these two impor-
tant benefits, one can have the implementation of electric buses in metropolitan trans-
portation as a sustainable solution.

Although buses offer a more flexible and satisfactory service to a larger number of
citizens than other public transportations such as trolleys, subways or trains, planning
routes for buses is a true complex matter. A public transportation system must provide a
large number of individual trips. Besides, it is important to offer a network of routes, so
that passengers can use a combination of routes to reach their destinations. Furthermore,
the transportation systems should be parts of coordinated networks rather than routes
planned in isolation, and must provide suitable links between all points where there is
a demand.

But in the case of electric buses it is essential to take into account other important
factors, such as the total energy of the buses batteries and the topology profile of each
route and the urban environment context, which has a large influence on the bus perfor-
mance and autonomy. In fact, there are still open issues related to the consumption of
energy and other performance measures for considering the adoption of electric buses
in urban scenarios as a cost-effective solution [9].

There is a general lack of evidence in the literature related to tools and methods
that can accurately assess the performance of electric buses in urban scenarios. Thus,
this paper will focus on the investigation of the amount of energy required to complete
two standard bus driving cycle routes under rush hour traffic flow conditions, in order
to evaluate the influence of traffic dynamics in the electric bus performance. It could be
useful to understand the importance of urban context in the electric bus route assignment
process.
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This is accomplished by the use of an integrated simulation platform, following
the High-Level Architecture (HLA) approach for distributed simulation. This platform
accounts for the microscopic traffic simulator SUMO (Simulation of Urban MObility)
which was coupled with a model of an electric bus powertrain (EBPS) designed in the
Matlab/Simulink environment.

The remaining part of this paper is organized as follows: Section 2 approaches to
the related work concerning the main subject of this paper; Section 3 describes all com-
ponents of the integrated simulation framework; Section 4 defines the methodological
approach; Section 5 describes the experimental setup made for the simulations and sec-
tion 6 stresses some accomplished results and discussion; For last, section 7 concludes
with final remarks and future work.

2 Related Work

Related work on traffic conditions impact in electric vehicles performance covers other
works that propose an analogous approach to study this subject. The first issue to over-
come is to find a way to simulate an electric vehicle performance on urban environment,
considering the realistic representation of the route.

Deborah Perrotta et al. presented a previous approach to this problem in [12]. In this
paper was studied the correlation between the type of route a bus travels and the amount
of energy it spends to do it. In addition to energy, in this study was also discussed the
potential of the recovering part of it through regenerative braking.

A suggestion for a simulation framework for electric vehicles in terms of energy
consumption, offering a means to perform studies of electric mobility in urban areas,
can be found at [10]. This tool extends the SUMO traffic simulator in a 3D simulation
environment and uses a component that represents an electric vehicle coupled to the
proposed car-follower model [10]. However, this platform is entirely built on top of the
modules added to SUMO, unlike the proposal presented in this paper that integrates
different simulators.

Although, [7] presents a platform that integrates Sumo and Simulink to simulate
wireless communication between vehicles. This integration is accomplished by con-
verting the model implemented in Simulink to C++, once SUMO is C++-based [7]. In
this integrated platform, Sumo was responsible for a vehicle mobility behaviour whose
traffic mobility-related parameters were given by its controller supplied by the Simulink
model. Chalé Góngora et al. propose a system which generates a smart energy plan for
the driver in [3]. They used the Generalized Multi-Commodity Network Flow (GM-
CNF) system as a vehicle routing model that studies energy consumption and charging
time to assure the use of an electric vehicle beyond its autonomy by choosing the best
routes to arrive the place of destination with minimal time and cost.

The mentioned references propose integrated platforms to solve problems related to
energy consumption and electric mobility in urban areas, but none of them considers the
traffic conditions effect in the electric vehicle performance. Besides, the second refer-
ence does not integrate different simulators and the third one integrates two simulators
in a different way. Therefore, the study herein presented has a vast potential, both with
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respect to the interoperability and the reuse of the software, as well as in the analysis of
the influence of heavy traffic on the energy consumption of the vehicle.

3 Framework Architecture Concepts

3.1 HLA Concepts

Approaching the reuse and interoperation of the legacy model simulations, the High
Level Architecture concept attend to a distributed simulation considering that no single
simulation model can satisfy the requirements of all usages and users. Therefore, HLA
provides easier interoperability and reusability discerning the simulation functionality
provided by the members of the distributed simulation from a set of basic services for
data exchange, communication and synchronization.

In HLA, every participating application is called a federate, and these entities can
interact with each other within a federation. A federation can be seen as a set of feder-
ates acting together in a distributed simulation to achieve a certain objective. There are
three main components that comprise HLA:

– Federate Interface Specification
– Framework and Rules
– Object Model Template Specification

The HLA Framework defines a set of rules that must be obeyed to ensure the proper
interaction of federates within a federation. These rules must be unchanged across all
the simulation units as they define the overall architecture. They also define the respon-
sibilities of federates and federation. There are five rules for federates and other five for
federations. The definition and description of each rule is available in [5].

The HLA Federate Interface Specification describes the services which federates
have to use for communicating with others. This communication is always made through
a middle-ware structure, known as Run-Time Infrastructure, which provides the essen-
tial building ground for the software developers. The interface specification describes
which services a federate can use and which services it has to provide [4]. In order to
establish the interaction between federates and the Run-Time Infrastructure (RTI), the
concept of ambassador is used. Ambassadors are objects that have the methods needed
by the participants for performing communication. So, federates communicate with the
RTI using its ambassador as an interface.

The HLA Object Model Template Specification describes the format and syntax of
the data transferred between federates. This data exchange is represented in the form of
an object class and the two types of object exchange are Object Class and Interaction
Class. The first one contains the shared information within federation that persists dur-
ing the run time. The second one, contains the sent and received information between
federates. This component defines the object template data that all simulation unit needs
to use in order to exchange data with each other [6].
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3.2 SUMO-SIMULINK: An HLA Integration

With the purpose of overcome the absence of appropriate tools to evaluate the perfor-
mance of electric vehicles on urban areas, considering the detailed representation of the
routes and urban traffic conditions, an integrated simulation platform was implemented
as it has been presented in [8].

The platform accounts for the integration two different systems. The first one is
concerned to the traffic system representation, which includes the road network (the
physical infrastructure and the topology) and the traffic flow dynamics (the vehicle-
entities and its interactions). The other, represents the electric bus system defined in
terms of its powertrain subsystem such as the set of battery and traction motor, among
others.

The systems integration is achieved by associating the electric bus powertrain sub-
system to a vehicle entity (corresponding to a vehicle of class bus) of the microscopic
traffic model.

With the intention of implement the physical road infrastructure and the traffic dy-
namics through vehicular movements in microscopic level resolution, the SUMO soft-
ware suite has been considered. And for the simulation of electric bus operations and
performance, a mathematical model of an electric bus implemented in Simulink has
been considered [13]. Fig. 1 illustrates the main components of the integration architec-
ture using the HLA concepts.

Fig. 1. HLA Implementation Architecture. [8]
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The MatLab Communication module MatLab could be seen as an API for Simulink
since Simulink models can be controlled by MatLab methods. Simulink models are
standalone models and exist in mutual cooperation with the MatLab environment. The
only way to access them externally is through the MatLab methods and calls. For this
reason, was applied a control using the MatLab interface to Simulink. In this direction,
this module is used by the federate ambassador to communicate with Simulink model
through MatLab.

With the purpose of establish communication with MatLab, the matlabcontrol API
was used. The matlabcontrol is a Java API to interact with MatLab letting its methods
invoke behaviour of Java objects [14]. Using this, it was only necessary to create a
proxy to work as an image of the MatLab application. After this procedure, all the calls
to MatLab are performed through this proxy.

Implementing the communication with MatLab was the first stage in the develop-
ment of this module. The second one was to control the Simulink model’s step-by-step
simulation through Matlab commands. For this purpose, the set param() function was
chosen. This function allows starting, pausing, stopping and restarting the simulation,
as well as advancing one simulation step at a time.

The Sumo Communication Module Contrasting Matlab/Simulink, SUMO already
comes with an API that offer a communication protocol. In fact, the TraCI interface
provides a set of methods that permit an easy interaction with the simulators state vari-
ables.

This module is compounded of a set of functions, implemented in Java that include
the indispensable commands that would be used by the SUMO federate ambassador to
interact with SUMO. TraCI has a considerable number of methods, each one associated
with an entity in the simulation. For the extent of this project, the only TraCIs methods
that were used are relative to the vehicle entity and its speed.

Specification of Federates There are two different groups of methods that are related
to the type of data exchange. The first group is directed to the interaction classes and
the other, to the object classes. But before exchanging data between federates, the Fed-
eration Object Model needed to be specified and the communication module with the
simulators needed to be created. See [8] for a detailed specification of Federation Object
Model (FOM).

Related to the interaction classes, a set of methods were used in order to allow one
of the federates to interact with the other. These methods acknowledge what kind of
interaction the federates are able to publish or receive. For example, if a federate will be
responsible to instruct the simulation to start, this federate could publish an interaction
class named ”start” while the others subscribe it. In this case, the SUMO federate will
be the responsible to initiate the simulation and to publish an interaction class named
”Start”. The EBPS federate will need to subscribe that interaction in order to receive it.

In a similar way each federate needs to call ”Publish” or ”Subscribe” for the Object-
Class and ObjectClassAttributes that they want to send or receive. A further description
on federates object classes specification and the necessary methods for exchanging data
during federation execution could be seen in [8].
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4 Simulation Scenario

As previously mentioned, the integrated simulation platform that has been presented in
[8] was used, in order to evaluate the performance of electric buses on urban environ-
ment, accounting for the detailed representation of the routes they would perform.

In this section, a scenario of two different routes are specified. Each one of the
routes are performed considering two different traffic flow conditions: one on a free-
flow basis and other during the rush hour. With this scenario, we intend to analyse the
performance of the EBPS concerning the total energy required to complete each route
in different day periods.

For this purpose, a road network has been created, a Origin/Destination matrix has
been designed and the two bus routes and their bus stops were specified to set the test
scenario in the simulator SUMO.

4.1 Network

The road network used in this test-bed was a model of the city of Porto. To create the
network model, it was used the OpenStreetMaps1 database to extract the preliminary
information of the city’s road network. The OpenStreetMaps is a collaborative project
to create a free editable map of the world that provides useful data for a good starting
point in the network modelling process. However, the extracted information was not
completely correct and lacks on some important information for the simulation such
as turnings possibilities at the intersections. Therefore, a meticulous adjustment of the
number of lanes, maximum speeds and bus lanes for each road, as well as the spec-
ification of the turns allowed at each intersection was made using the capabilities of
PostGIS2 software over a geographic database and the QGIS3 as viewing and editing
tool.

4.2 Routes

Regarding the bus routes, the choice was made based on some specific characteristics
such as route size, number of stops, distance between stops and the zones affected.
Therefore, it was chosen the routes presented in Fig. 2, corresponding to the Lines 305
and 302 respectively.

Line 302 is a regular urban route that is comprised in the centre of city. This route is
characterized for having some narrow streets and more irregular topology. Line 305 is
more linear than line 302, with longer straight roads and it covers a larger area starting
at the centre area of Porto down-town and ending at the outskirts of city. The routes
have approximately the same size, about 8.1 km, and have almost the same number of
bus stops, that is 23 and 26 respectively.

1 http://www.openstreetmap.org/
2 http://www.postgis.net/
3 http://www.qgis.org/en/site/
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Fig. 2. Bus Line routes for test-bed experiments.

4.3 Traffic Flow Conditions

For the scenario where an ideal traffic flow was considered, it was not included any
traffic demand in the simulation allowing the electric bus to move on free-flow roads.
In other hand, to simulate the traffic dynamics during the rush hour a four-step model
basis process was conducted to produce the necessary data.

The Four-Step Models composed by the following steps:

– Trips Generation
– Trips Distribution
– Modal Split
– Route Assignment

The two first steps include the specification of zones, the number of trips each zone
generates and how the trips are distributed to the other zones. In order to do that, the
results from a study carried out by TIS (Transportes, Inovação e Sistemas) for the CMP
(Câmara Municipal do Porto) were made available to the authors. This data contains the
geometries of the zones and an Origin/Destination matrix of the number of trips from
zone to zone during the morning rush hour. Importing the zones to the the geographic
database and using the capabilities of PostGIS, it was possible to associate each road to
a specific zone, Fig. 3 shows the QGIS visualization of the roads and zones.

Regarding the modal split step, there was no need to split the trips through different
transport modal as the trips only accounts for private cars. Saying that, we consider that
all trips are from private cars in the simulation. The last step was to assign the trips to
routes. To do so, the Duarouter application embedded to SUMO package was used to
automatic generate the routes for the vehicles to be used in the simulation. Fig. 4 shows
the flow of operations to draw the necessary input files to perform the simulation.

As can be seen, the simulator SUMO needs two files as input for the simulation:
one is the Net file which represents the road network infrastructure, such as the roads,
its shapes, maximum speeds, number of lanes, among other information; the other is
the Routes file that represents the traffic demand, it includes the route of each vehicle
that will participate in the simulation and its entrance time.
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Fig. 3. Zones and roads in QGIS graphical user interface

Fig. 4. Operational flow of creation of the inputs for the simulation.

The network input file was created using the Netconvert tool from SUMO pack-
age. This tool requires nodes description, edges specification and connections between
the edges to generate the network file. Regarding the Routes file, it was obtained us-
ing the Duarouter application from SUMO package, as previously mentioned. This
application needs the Net and Trips files as input. The Trips file contains all trips infor-
mation specifying the depart time, depart edge and arrive edge. This file is generated
using the Od2Trips tool, also included in SUMO package. This tool requires Taz file,
which includes zones description and the specification of source and sink edges for
each one, and the ODMatrix file that contains the trips distribution represented by an
origin/destination matrix.
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5 Experimental Results and Discussion

Four simulations were performed for the analysis of the electric vehicle performance
in terms of energy consumption: one per each route with traffic demand and other per
each route with no traffic at all. Some data possible to collect included speed, power,
energy and braking resistance energy. To this analysis the most important parameter to
take into account is the amount of consumed energy.

After running the simulation scenarios it was possible to calculate the amount of
energy that each driving cycle requires for being completed. Fig. 5 shows the total
energy that the electric bus spent to complete each route under the intense traffic flow
of the rush hour and on a free-flow base.

Fig. 5. Energy Consumption under different traffic conditions.

As can be seen in Fig. 5 the energy necessary to complete the route 302 with no
traffic flow was 5.832 kWh while the energy necessary to complete the same route
during the rush hour was 6.885 kWh. The performance of the electric bus in terms of
energy is negatively affect when submitted to intense traffic conditions. This impact
can also be seen in the results regarding the route 305, where it was necessary 4.05
kWh to complete the driving cycle with no traffic and 6.642 kWh under intense traffic
conditions.

Another aspect that can be verified is that the energy consumption impact caused
by the intense traffic is less significant for the route 302 than for route 305. In fact, the
energy consumption increased 1.053 kWh in the first route which represents an increase
of 18% while on the other the increase was of 2.592 kWh, equivalent to a 64%.

A possible explanation to this fact could be related to the difference between routes
topology. Line 305 is a route composed of more linear parts than route 302, which
allows for the maintenance of a constant speed for larger periods of time when not
subject to heavy traffic. Following the same thought, line 302 is characterized for having
more curves and that demands more accelerations even when the bus is not immersed
in intense traffic conditions.
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However, in order to have an accurate analysis, one would have to perform more
studies in the influence of route topology on the electric bus performance.

It could be concluded that intense traffic conditions affect negatively the perfor-
mance of an electric bus, making it spend more energy to perform similar routes and
also demanding more power from the bus motor, which implies higher maintenance
costs.

6 Conclusion

In the last decade, the eco-awareness in our society is growing and our ecological foot-
print is meant to be as minimal as possible. Therefore, our efforts aim to reduce emis-
sions and optimize electric powered vehicles routes in order to reduce charging time.

This paper describes a HLA-based distributed architecture for electric bus power-
train simulation within a realistic traffic environment. The main intent of this project is
to study the impact of rush hour traffic in the amount of energy spent on routes courses
by the electric bus powertrain. Another contribution of this work is the description of the
process of setting up the simulation scenario based on real traffic data (OD Matrixes)
and real traffic flow conditions (Four-Step Model).

According to performed simulations, it could be concluded that heavy traffic con-
ditions affect the performance of an electric bus, demanding more power from the bus
and making it spend more energy to perform equal routes, resulting in higher costs. As
expected, the most demanding route, with sinuous segments, was also the route that
demanded more from the bus, in terms of energy consumption, either without traffic or
in heavy traffic conditions.

However, the energy consumption impact caused by the intense traffic is more pre-
ponderant in the less demanding route, i.e., the more linear one. A possible explanation
is the fact that the less demanding route allows a constant speed for long periods of time
when not subject to heavy traffic, and the most sinuous route demands accelerations and
decelerations even when the bus is not subjected to intense traffic conditions.

Notwithstanding, one would have to perform more studies in the influence of route
topology in the electric bus performance to have a precise analysis. Routes elevations
would also affect the bus energy consumption, but due to restrictions of the simulation
platform they were not considered in this study. Future work will include a simulation
platform with a third axis to take into account the elevation. To allow a more complete
performance analysis, more data collection is essential and more parameters must be
studied, such as regenerative braking energy and efficiency. This probably will allow a
better planning of public transport operations based on electric buses.
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Abstract. Software process simulation is being used to cope with a diversity of
issues   from   strategic   management   of   software   development,   to   supporting
process   improvements.   The   scope   of   possible   software   process   simulation
applications   ranges   from   focused   portions   of   the   life   cycle   to   longer   term
product evolutionary models. This paper reports an ad­hoc literature review of
simulation   applied   to   Software   Engineering,   identifying   the   questions   and
issues that simulation could be used to address, what can be usefully simulated,
and the approaches and techniques that can be employed. Simulation has been
successfully  applied  in  a  variety  of  areas   (such as  economics,  biology,  and
social sciences), could it then be used to enhance Software Engineering? Papers
ranging   from   systematic   literature   reviews   to   practical   applications   were
studied, with the purpose of providing an overview on the simulation applied to
Software   Engineering,     rather   than   answering   defined   questions   of   usual
systematic literature reviews.

Keywords:  Simulation,   agent­based   simulation,   software   process   modeling,
software process, Software Engineering

1   Introduction

Simulation   is   a   standard   technology   in   many   engineering   fields   and   has   been
successfully  applied in a variety of areas  (such as economics,  biology, and social
sciences).   The   behavior   of   complex   processes   can   be   analyzed   using   simulation
models   and   the   inherent   complexity   of   software   development   processes   leads   to
difficulties to anticipate the process behavior and to predict its outcome.

The usual (and costly) way to analyze process behavior is to perform a case study
and observe   the  results,  however,  usually   the results   from a  particular  case  study
cannot necessarily be generalized to other contexts. Another way of analyzing it is
through simulations. Simulation models help to clarify assumptions. They visualize
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and quantify the assumption about the causes that govern the process behavior and
thus support understanding, analysis, and prediction.

We could see the simulation model as virtual laboratories, testing hypotheses about
problems,  experimenting  corrective  policies  before   the   implementation   in   the  real
system.  Observing   the   experience   from applications   in  other   fields   than   software
engineering indicates that real benefits could be gathered by introducing the use of
simulation for management decision support.

In   practice,   process   simulation   models   are   frequently   used   to   support   project
planning and estimation and in this context, simulation is a risk management method,
offering not only estimates of cost, but also estimates of cost uncertainty.

The structure of this paper is as follows: Section 2 introduces the background for
this research. Section 3 discuss each one of the selected papers. Section 4 provides a
discussion of the gathered information from the papers. Section 5 concludes the paper
and indicates topics for further work.

2   Background

Software Process Simulation (SPS) research area and Software Process Simulation
Modeling (SPSM) approach are two key concepts to understand the simulation in the
context of Software Engineering and we provide a brief description of these.
 

Software  process   simulation   (SPS)  was   introduced   to   the   software   engineering
community in the 1980s by Abdel­Hamid and Madnick [1] and at that time the SPS
technology attracted a great deal of interest from both academics and practitioners,
becoming an active research area for managing and improving software development
processes.

SPS models  were developed to address  a variety of software  life  cycle models
including waterfall,  incremental,  spiral development, and product line development
among others.

Continuous simulation (system dynamics,  SD),  discrete­event  simulation (DES)
and agent­based simulation (ABS) were  the three  most applied paradigms  in SPS
community in the past years [16].

In   the  past   two decades,  SPS has  demonstrated   its  value   to   software  practice.
Nonetheless, this area is still maturing.
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Software Process Simulation Modeling (SPSM) was introduced into the software
engineering domain by Abdel­Hamid and Madnick [1] and has been used to address a
diversity of issues in Software Engineering.

Kellner   et   al.   suggests   that   simulation   modeling   of   software   processes   is
particularly desirable when:

• Complexity is beyond human intuition
• There is uncertainty and stochasticity in system behavior
• Risks in process change are very high
• The system has some dynamic behavior
• Decisions made at one point  in the system may impact on the process in

other aspects

In   SPSM,   continuous   simulation   (system   dynamics,   SD)   and   discrete­event
simulation   (DES)   are   the   most   commonly   used   techniques.   Moreover,   hybrid
simulation   (SD   and   DES   combined)   has   also   been   applied   to   simulate   software
processes.

Although simulation modeling has been applied in other scientific and business
processes, it is relatively new to Software Engineering practices. 

3   Selected papers

The papers were selected and organized in the respective sections with the purpose of
providing an overview on simulation applied to Software Engineering,  rather  than
answering the defined questions of systematic literature reviews methodology:

• In Theoretical foundations section, we present the paper, which together with
[1] introduces the concept of modeling and simulation software process

• In Literature reviews section, papers are listed because we can consider them
as valuable condensed information of the area

• Practical   approaches   to   concepts   are   interesting   because   they   list   the
applicability and limitations of theoretical  concepts

• Theoretical papers list the on going research conducted in the area and the
possibilities   of   integrating   the   simulation   with   other   paradigms   (such   as
MABS)

• In Book chapters, we can visualize the area within broader concepts such as
Empirical Software Engineering and Project Management Software

The process of searching and selecting the papers used the sections listed above as
criteria, in addition to the references cited in the papers.
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3.1   Theoretical foundations

The paper “Software process simulation modeling: Why? What? How?” [8] identifies
the questions and issues that simulation can be used to address (`why'), the scope and
variables that can be usefully simulated (`what'), and the modeling approaches and
techniques that can be most productively employed (`how').

They clustered the many reasons for using simulations of software processes into
six categories of purpose:

• Strategic management
• Planning
• Control and operational management
• Process improvement and technology adoption
• Understanding
• Training and learning

Many technical options, considerations and issues remain for the model developer.
These   are   outlined   below   under   the   headings   of   (1)   simulation   approaches   and
languages, (2) simulation techniques and (3) data/measurement issues.

The paper concludes by offering some guidance in selecting a simulation modeling
approach   for   practical   application,   and   recommending   some   issues   warranting
additional research.

3.2   Literature reviews

In [14], more than 200 relevant publications were analyzed in order to find answers a
set of research questions and from the analysis the following conclusions could be
drawn: 

• Categories for classifying software process simulation models as suggested
by the authors of a landmark publication in 1999 should be adjusted and
refined to better capture the diversity of published models

• Research improving the efficiency of SPSM is gaining importance
• Hybrid process simulation models have attracted interest as a possibility to

more realistically capture complex real­world software processes

The primary answers to the first four research questions are:

• Purposes for SPSM (Q1): They can be further detailed as 10 purposes. The
cognitive level contains the purposes of 1) understanding, 2) communication,
3)   process   investigation,   4)   training   and   learning.   On   the   tactical   and
strategic levels purposes are similar. They are 5) prediction and planning, 6)
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control   and   operational   management,   7)   risk   management,   8)   process
improvement, 9) technology adoption, 10) trade off analysis and optimizing

• Modeling Paradigms (Q2): System dynamics (SD, 49%) and Discrete­event
simulation  (DES,  31%) were   the  most  widely  used  techniques   in  SPSM.
Other  paradigms   included   state­based   simulation   (SBS),  qualitative(semi­
quantitative) simulation (QSIM), knowledge(rule)­based simulation (KBS),
role­playing   game,   agent­based   simulation   (ABS),   and   discrete­time
simulation (DTS)

• Simulation Tools (Q3): Due to a large number of SD models developed and
published, Vensim  is the most popular tool for continuous simulation. Since
Extend   offers   the   capability   of   building   both   continuous   and   discrete
simulation  model,   it   has  been   the   first   choice   by   the  discrete­event   and
hybrid modelers in SPSM community

• Problem Domains and Model Scope (Q4): ‘Project’ was the most frequently
modeled   study   scope,   particularly   for   ‘generic   development’.   ‘Product
evolution’ was the next most studied topic

In [15], the author aims to assess how SPSM has evolved during the past 10 years
(prior to 2008) in particular whether the reasons for SPSM, the simulation paradigms,
tools, problem domains, and model scopes have changed and summarizes, discovers
and recommends the ‘facts’, ‘trends’, and ‘directions’ of SPSM research.

Facts: listed above in “Modeling Paradigms (Q2)”

Trends:

• System dynamics  and  discrete­event   simulation   form  the  main  stream of
SPSM paradigms

• New simulation paradigms continue to be introduced into SPSM research
between 2000 & 2005

• Continuous modeling gradually lost its dominant position in SPSM research
in comparison with discrete approaches during the decade

• Most of newly introduced paradigms enhanced the research capability at the
micro­process level

• In   recent   years,   micro­processes   have   been   attracting   more   simulation
research

• System   dynamics   and   discrete­event   simulation   are   the   most   common
combination for constructing hybrid simulation models

• Hybrid simulation modeling concentrated on vertical integration

Directions:

• More   recent   modern   software   development   processes   need   to   be   further
investigated in SPSM research
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• More new simulation paradigms need  to be experimented  and introduced
into SPSM community

• More attempts are needed to effectively tackle the uncertainty of software
process in practice

A  systematic  literature  review  which  purpose  is  to  obtain  the  state  of  the
art  of  the  applications  of  SPSM  in  software  risk  management is presented in [9]
with the following  conclusions: 

 
• The   number    of    SPSM   studies    on     software     risk    management     is

relatively  small,  but  increasing  gradually  in  recent  years
• SPSM  is   mainly   applied   in     risk     analysis     and     risk     management

planning   activities
• Software     risks     related     to     requirements,     development   process   and

management process are the ones   most   studied   by   SPSM
• Discrete­Event   Simulation and System Dynamics are two most popular 

simulation    paradigms,    while    Hybrid    simulation    methods  are  more 
and  more  widely  used

• Extend,  iThink  and  Vensim  are  the  most  popular  simulation  tools  in
SPSM

• Most   of  SPSM  approaches   and  models have not been well applied into
real­world risk management practices

Update the recent status of SPSM is the objective of [5] and the results of review
indicate: 

• In terms of the average number of studies found in SE community, there is
no   significant   change   compared   to   the   former   review  period   though   the
number   of   the   studies   published   in     Process   Simulation   and   Modeling
(ProSim)   /   International   Conference   on   Software   and   System   Processes
(ICSSP) community declined

• Many Category A studies lack trials of their proposed models on an industry
scale problems

• Due to the enhanced capability in capturing the characteristics of complex
real­world software processes, hybrid process simulation models have still
attracted great interest

3.3  Practical approaches

A   simulation­based   approach   to   Multi­Agent   Systems   (MAS)   engineering   is
presented   in   [10]   and   discussed   its   integration   within   Agent­Oriented   Software
Engineering   (AOSE)     methodologies.   Integration   is   first   discussed   in   general   by
adopting standard method engineering techniques, then detailed by means of a case
study—that is, integrating simulation in SODA (explained in [11]).
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The process simulation model GENSIM 2.0 is proposed in [6]. GENSIM 2.0 is a
generic  process   simulation   tool   representing   V­model   type   software  development
processes.   Compared   to   existing   process   simulation   models   in   the   literature,   the
novelty of GENSIM 2.0 is twofold: 

• Its model structure is customizable to organization­specific processes. This is
achieved by using a limited set of generic structures (macro­patterns)

• Its model parameters can be easily calibrated to available empirical data and
expert knowledge

The  article   outlines   the   structure   of  GENSIM  2.0,   gives   examples   on  how  to
calibrate   the   model   to  available  empirical   data,   and   demonstrates   its   usefulness
through  two application  scenarios  The first   scenario   illustrates  how GENSIM 2.0
helps finding effective combinations of verification and validation techniques under
given   time  and  effort   constraints.  The   second   scenario   shows  how  the   simulator
supports finding the best combination of alternative verification techniques.

SimSWE,   a   library   of   components   for   modeling   and   simulation   of   software
engineering  processes   is  proposed   in  [2].   It  consists  of  a  generic,   implementation
independent description of the components and a reference implementation using the
MATLAB / Simulink environment.  By providing ready­to­use building blocks for
typical  functionality, the library should facilitate and ease the use of simulation to
analyze software engineering issues.

In   [7]   is   proposed   a   process   simulation   model   using   the   System   Dynamics
modeling technique and used the simulation model in the context of a case study with
a software company in Calgary, Canada. With the help of the simulation model, they
were  able   to   evaluate   the  performance  of   test  processes  with  varying  degrees  of
automation of test activities and help testers choose the most optimal cases. The goal
of a earlier  study was to investigate how the simulation model can help decision­
makers decide whether and to what degree the company should automate their test
processes. In this article, the authors present further details of the System Dynamics
model, its usage scenarios and examples of simulation experiments independent from
a specific company context.

3.4   Theoretical papers

Hybrid simulation, the combination of simulation paradigms to address a problem, is
becoming   more   popular   as   the   problems   we   are   presented   with   become   more
complex.  However, integrating multiple simulation paradigms faces the issues of
compatibility,  interoperability and synchronization when executing simulation. The
objective  of   [4]   is   to  present   the   state­of­the­art  of   this   research  area,   the  hybrid
mechanism   when   integrating   paradigms,   and   more   importantly   provide   practical
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support for the effective adoption of hybrid simulation in SPS context. Based on an
extended systematic literature review, this paper presents the state­of­the­art of hybrid
software   process   simulation,   and   discusses   the   applicable   mechanisms,   common
combinations   and   integration   strategies   when   constructing   a   hybrid   process
simulation model by using multiple simulation paradigms together. 

The  authors  of   [3]  propose  a  model  of   the   software  development  process   that
integrates   individual­level  performance,  cognition and artifact  quality  models   in  a
common   simulation   framework.   In   addition,   this   framework   allows   the
implementation   of   both   Multi­Agent­Based   Simulation   (MABS)   and   System
Dynamics (SD) simulators using the same basic models.   As SD is the dominating
approach   within   SPSM,   they   are   able   to   make   relevant   and   unique   comparisons
between it and MABS (reflects the problem domain more realistically than SD).

3.5   Book chapters

The chapter   [12] aims  to  raise awareness  about  the usefulness  and  importance  of
simulation in support of software engineering. Simulation is applied in many critical
engineering areas and enables one to address issues before they become problems.
Simulation – in particular  process  simulation – is  a  state of   the art   technology to
analyze process behavior, risks and complex systems with their inherent uncertainties.
Simulation provides insights into the designs of development processes and projects
before significant   time and cost  has been invested, and can be of great  benefit   in
support of training.

In chapter [13] , it investigates the reasons for lacking impact of process simulation
in the software industry. This is done with the help of an in­depth description of a
software process simulation application example. The application example focuses on
the   effects   of   various   workforce   allocation   strategies   on   project   performance,
expressed in terms of project duration, effort consumption, and product quality. With
the help of the application example and based on existing literature, the gap between
the current  state  of   the art  of  software  process  simulation and   the  actual  state of
practice is described and its root­causes are discussed. The chapter concludes with a
list of issues that need to be addressed in order to close the gap between the state of
the   art   and   the   state   of   practice.   Most   of   the   issues   relate   to   the   difficulty   of
demonstrating a positive cost­benefit ratio when applying process simulation as a tool
in support of software project management tasks.

4   Discussion

Actually, the SPSM is mainly is mainly applied in risk analysis and risk management
(relatively  small,  but   increasing  gradually   in   recent  years)  planning activities,  but
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could potentially be applied in more areas such as strategic management, planning,
process   improvement   and   technology   adoption,   understanding,   and   training   and
learning.

Simulation  models  help   to  clarify  assumptions,  visualizing  and  quantifying   the
assumption   about   the   causes   that   govern   the   process   behavior   and   thus   support
understanding, analysis, and prediction. Simulation modeling of software processes is
particularly desirable when there is uncertainty and stochasticity in system behavior,
risks in process change are very high, and the system has some dynamic behavior. In
the   context   of  project   planning  and  estimation,   simulation   is   a   risk  management
method, offering not only estimates of cost, but also estimates of cost uncertainty.

More   recent   modern   software   development   processes   and   new   simulation
paradigms need to be investigated, experimented, and introduced in SPSM research,
considering  that  simulation modeling  it   is   relatively  new to Software  Engineering
practices.   Specific   tools   (such   as   Vensim   and   Extend)   for   simulation   is   another
limitation.

5   Conclusions and future directions

Answering   the   question   "Simulation   could   be   used   to   enhance   Software
Engineering?", simulation modeling it is relatively new to Software  Engineering
practices and SPS has demonstrated its value to software practice but this area is still
maturing. More recent modern software development processes and new simulation
paradigms need to be investigated, experimented, and introduced in SPSM research.
For instance, most of SPSM approaches and models have not been well applied into
real­world risk management practices. 

New  simulation  paradigms  continue   to  be   introduced   into  SPSM research  and
micro­processes have been attracting more simulation research.

From the practical point of view, the fact that simulations are currently done by
tools such as Vensim and Extend could be a limitation for a more massive adoption.
The creation of simulation libraries, for more commonly used languages, such as Java
or Python, could increase the research community, thus promoting its applicability as
a technique.
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Abstract.  There are several works using social networks as a tool to collect
data and analyzes the user activities to achieve goals such as: marketing inputs,
sentiments of a product or service, evaluation, etc. In this directions there are
some studies reading social networks to finding disease outbreaks in advanced.
This works aims to  provides a  methodology that  gather tweets  with disease
keywords,  and pass  through a  method to analyze each tweet,  classifying as
disease or  not  disease.  In  the methodology were defined to  use multi-agent
system (MAS) to process in distributed application approach and possibly the
process  to  use  agent  to  execute  independently  each  other.  For  the  analyzer
process,  were  collected  ~83  thousands  tweets  for  gathering  the  disease
keywords inputs, which is fair enough to find a disease outbreak in a certain
country.  The  classification  process  we  defined  to  use  supervised  learning
algorithm  (K-nn)  which  provided  a  good  method  to  categorize  the  tweet
message  as  disease  or  not  disease.  Finally  we  reported  the  output  of  the
methodologies finding cancer (67.47%) and flu (9.72%) keywords as a starting
point as a possibly disease outbreak.  

Keywords: Multi-agent system, data mining, text mining, twitter.

1   Introduction

The social network has become a mechanism for sharing information, photos, status,
location,  and  connect  people  virtually.  This  new paradigm has  been  explored  by
companies  to  collect  certain  information  and  define  company strategies  based  on
information shared. Based on collecting behaviors, raise possibilities to analyze user
activities  [7]  and  define  methodologies,  models,  architectures,  and  systems  for
gathering solutions based on data collected. 

This study aim to provide a mechanism to predict [3,8] if a Twitter text message
has relations to a disease or not, and further analyze conclude if a country or region is
having  starting evidence of  an epidemic  disease  outbreak.  Of  course  this  method
depends on user post text related to sickness or proving symptoms with the keyword
defined to collect.

This method can be useful for health government body to get in advanced possibly
epidemic disease outbreak and take actions in advanced on finding vaccine, request
drugs budget, or even purchase drugs based on the trend of the twitter. Normally, the
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epidemic it is announced after patient goes to medical assistance in the hospital, or
emergence  in  health  centers.  After  some times,  health  government  body raise  an
health alarm reacting to those patient requested assistance. Since this work intention
is to provide a more proactive method, it is positive to provide a methodology to take
action in advanced and achieve the goal to anticipate the disease outbreak and make
the health care system more sensitive. 

Although this method depends on user activities, if users don’t post anything, this
methodology does not work at all. The main advantage of this methodology, it can be
integrated with others social networks, such as: Facebook, Instagram, Snapshat [12].
The input data is well documented and easy integrate with CSV extension file. For
applying new social network in the methodology just need to export data with the data
export model applied in this method. 

To  make  this  work  more  reliable,  we  included  MAS  (Multi  Agent  System)
framework approach for making the collect method be separated in agents to work in
parallel  (threads)  and  distributed.  With  this  method,  the  project  gain  flexibility,
scalability, and more efficiency since can be distributed to run in different computers.
For the classification process for a unknown message is a disease related or not, we
used RapidMiner [14, 16] tool to process with text mining for classifying using K-nn
Cosine algorithm.

This work is organized as follows: Chapter 2 is regarding the related work of this
study, Chapter 3 provides the methodology of the work and concept, Chapter 4 is the
analyzes of the results collected data from Twitter and Chapter 5 is future work and
conclusions.

2   RELATED WORK

There are several  works that  has been carried out in the analysis data of the user
activities  in  social  network,  which  enabled  research  further  in  this  area  to  gather
information  for  institutional  purpose,  marketing,  business,  customer  feedback,
customer satisfaction, etc.  Based on users activities in social  networks,  enable the
collection and analysis using different approach and tools. Del Val et al. [7] provided
a mechanism of gathering data from users activities in social network using Multi-
agent systems. The authors performed an in depth analysis of the evolution of social
behavior at different levels in online events and calculated metrics based on network
theory. Ahmad et al. [2] provide a text mining method which classify large amount of
data.  They presented  a  distributed  document  classification technique using  Multi-
agent  technology.  For  classification  process,  they  used  Naive  Bays  algorithm for
supervised learning method. Tripathi et al. [17] worked on classifying tweets from
Twitter and make a analysis of the sentiment of it. The authors applied data mining
techniques that applied text mining to make a classification process with the attributes
happy,  sad,  and  neutral  sentiments  for  a  particular  tweet.  They  compared  two
different classifier K-nn (K-Nearest Neighbor) and Naive Bayes. Romano  et al. [15]
made a study to use social networks for a early detection of public health events, for
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epidemic outbreaks. They collected a massive dataset of tweets, and then extracted
the relevant information of different outbreaks from different countries in 2011. The
challenge was define a strategy to considerer messages due to a variability in the
temporal dynamics of twitter messages from different diseases, and the identification
of a suite source of message to made the classification possible, and to define method
suitable for the assessment of the analysis algorithms. Quwaider et al. [13] provided a
study of disease are associated with Ebola, Malaria, and HIV/AIDS that are posted in
Facebook.  The  authors  created  a  benchmark  dataset  for  disease,  called  BDDC
(Benchmark Dataset for Disease Classification). The benchmark is well documented
and compatible with recognized text mining tools and can be comparable with others
studies.  This  work,  differently  of  the  works  above,  is  intended  to  provide  a
mechanism of collect tweets with certain disease keywords, and then pass through a
text mining process for classifying using supervised learning algorithms (K-nn) for
indicating if a tweet message is disease related or not. Based on this classification,
and the location of the user, it is possible to conclude if a region is a possibly starting
issue  of  a  epidemic  disease  outbreak.  Following  sections  we  are  providing
information about the methodology and strategy for classification process. 

3   METHODOLOGY

The methodology of this work is intend to provide all  the component required to
predict a disease epidemic outbreak. We developed the collection, and analyze data
using  MAS framework  and  take  advantage  of  processing  distributed  and  parallel
approach. Each phase run in an agent and processed via behavior method. The multi-
agent system can distribute the processing of  data on computer  nodes,  it  is  more
reliable to process large amount of data that has been collected by Twitter4J API [6,9]
which  is  the  API  to  connect  to  Twitter  database  and  collect  tweets   in  twitter
streaming database. 

Some issues were found in Twitter API: 

 The location of the User is written by the user itself. It was found text messages,
city, county, village, country, and null. Those information is not precise on where
the  tweet  message  was  created  from.  The  methodology  tries  to  search  in  the
location field if find any key that can redirect to the country name. The solution
will be explain in the Chapter 4.

 We tested the latitude and longitude field, to be precise on where the message was
created from. However, we realized that the user must turn on the GPS feature to
provide  the  exact  latitude  and  longitude  position  in  the  globe.  The amount  of
messages we collected with GPS location feature is not enough amount of message
for applying in this work, then we decided to not use this field.

 The Twitter history database has limit transaction for searching in it. For gathering
the  database  access  unrestricted  must  have  permission  from  Twitter  APP.
However, the timeframe of the production of this study, made unfeasible to request
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the special access for research purpose. Then we decided to move forward with
streaming message only, since there is no limit to listening and store messages are
coming from the streaming.  

Initially,  the  collection  of  the  tweet  was  defined  by  disease  keywords  only,
however, the twitter streaming returned an amount of messages in several languages.
To avoid messages that  is  not understandable,  as well  as for analysis process,  we
filtered messages that are written in English language only. In the programming used
the attribute as followed: twitter4j.Status.getLang().equals("en").
Also,  for  location  with   no  value  (NULL),  it’s  disconsider  since  the  location  is
important for this work. Following Table 1 the keywords we are using to collect tweet
messages.

Table 1: Disease keywords for collection process

Alzheimer Anthrax Asthma
Cholera Dengue Diabetes
Ebola Flu Gonorrhea
Influenza Leptospirosis Leukemia
Meningitis Migraine Multiple sclerosis
Rubella Strep throat Swine
Ulcers Yellow fever

Following some examples of tweet messages that are considerer as disease and not
disease related:

Table 2: Tweet message not related to disease

Non disease tweets
Non stop horror - thoughts are with everyone around the globe suffering from the
cancer of terrorism and persecution
I may get some form of heart disease from all this salt these liberals are giving me
today.#ElectoralCollege #electors
When  people  come  at  you  sideways  not  realizing  you're  a..Libra???Cancer???
Pisces???Aries???Scorpio???Capricorn???
Ty tryna make me go into an asthma attack like nigga what's wrong with you???
Just got a notification that this is now on Netflix. This just gave me cancer

In the Table 2 shows the tweet  messages mention the keyword of  the disease,
however it’s a metaphor or another meaning, which of course do not represent the
disease itself. The user just wanted to represent the felling using disease terms, or the
example of the row 3, which is the cancer zodiac sign that of course is not the cancer
disease reference. So those examples in Table 2 are clearly tweets messages that is
not related to a disease at all.
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Table 3: Tweet messages related to disease

Disease tweets examples
I think I'm having asthma attack oh well
it's not even for my cold either. It's for my asthma, etc.
my moms crying  bc  my dad  has  diabetes and  is  going  to  die.  first  of  all  he  is
borderline diabetic and isnt going to die? its not severe?
When u have  bronchitis and the flu and have no insurance AND can't even afford
any medicine or soup or anything to help hahahaha wow
South Korea very concerned over bird flu outbreak, aftermath: vice finance minister

In Table 3 provide some examples of tweet messages,  advertising, informative,
thoughts  or  text  related  to  a  disease.  With  this  manual  initial  samples,  would be
possible to classify tweets messages are coming from the collect process and use text
mining (K-nn algorithm) to classify if it is a disease related or not. The process of
classification method will be shown in another investigation with further information,
and comparison on using different algorithms of classification process and with the
best method of classify tweet message related or not related to a disease. 

3.1   MAS framework

In  this  section  lets  explore  the  MAS  (Multi-agent  System)  framework  for  the
collection  of  tweets,  analysis,  and  finally  classify  it  under  disease  or  not  disease
taxonomy. The main purpose of using MAS is to provide a distributed processing
methodology and make the project more flexible, scalable and distributed processing.
With  that  said,  we can  process  each  agent  system under  different  machines,  and
increase the number of computational resources for processing a certain amount of
data. This project uses MAS framework with Jade platform [1,5,14], and were defined
agents rules to process behaviors methods. 

Jade API is an agent language method that is written in Java language with all
necessaries libraries and resources to create agents, containers,  behaviors, and apply
functions to be executed by agent via behaviors methods. Jade API has shown a good
strategy of applying agent and distribute the processing in multiples tasks, threads, so
could use a distributed infrastructure to process this entire project.  

For this work, were defined four agent: collector, analyzer, message dispatcher,
and decision maker. The collector agent is responsible to gathering tweet messages
that  contains the disease keywords Table 1,  using the Twitter4J API to reach the
Twitter  streaming  database.  The  process  will  collect  5000  tweets  per  cycle,  and
generate  a  file  to  be  processed  in  the  analyzer  agent  afterwards.  The  message
dispatcher agent has the role of receive this file from twitter agent and dispatch the
file to analyzer agent. The analyzer agent will be trigger by dispatcher message agent
to startup the analyzer agent to classify the 5000 tweets messages. The decision maker
agent is intended to execute a training set with more 50 samples of tweet related to a
disease or not. If the accuracy improves, apply it in the classification process. With
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that applied, the analyzer process will classify a unknown tweet message taxonomy
more accurate.  However,  if loose accuracy, we defined that  6% or less it  is  good
percentage loss to apply anyway, since with more sample, the false positive might
increase, but do not affect the classification process. Indeed, applying this 50 samples
of disease and not disease will be applied to classification process as well. Otherwise,
disregards those samples. 

Following  we  provide  AOSE  [4,11]  (Agent  Oriented  Software  Engineering)
diagrams  and  description  to  document  the  project  with  MAS  architectures.  All
containers and agents are created at main program, but all the behaviors are defined in
each agent class setup() method. 

 This Figure 1 shows the use case of the twitter agent collector, providing the 
process of instantiate the agent and trigger the behavior to starting collecting tweet 
message from twitter streaming database.

The Figure 2 provides the sequence diagram of the process for analyzing the 5000
tweets messages were collected by the Agent_collector. Soon as the Agent_collector
collects 5000 tweets, send a message to Agent_msgdispatcher requesting to process
the  file  file5ktweets.  The agent_msgdispatcher  will  send  a  message requesting  to
Agent_analyzer agent to call RapidMiner_exec function passing the file5ktweets as
parameter. This function will classify each tweet message using supervised learning
algorithms (K-nn cosine) to categorize each tweet message as disease or not disease.
The result of RapidMiner_exec process will create another file (fileclassified) which
will  return  to  agent  Agent_msgdispatcher.  Next  step  of  the  process  will  create  a

Figure 1: Use case of twitter collector agent

Figure 2: Sequence diagram of the agent communication order.
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thread to execute the method in parallel of the agent process. This thread will execute
the method getLocationFiles() which will fill in the country identified based on the
user location field. Finally, the process return with the file and all tweets messages
categorized as disease or not disease, with the country found. 

Following all the roles and responsibilities for each agent:

Table 4: Agent Roles and responsibilities

Agent Roles and responsibilities
Agent_collector • Add behavior to execute twitter collector API

• Manage itself to split 5000 tweets per cycle
• Filter tweets by disease keywords Table 1

Agent_msgdispat
cher

• Manage new files within 5000 tweets messages
• Dispatch the file to analyzer agent
• Wait for the reply back from the analyzer agent within the

output of the classification process
• Validate  the  confidence  of  the  classification  process  and

update the sample of groups disease and not disease.
• Identify a possibly focus of epidemic disease
• Identify Country based on User Location 

Agent_decisionm
aker

• Gather disease and not disease samples and include in the
classification process. If the increase the accuracy or reduce
less  or  equal  than  6%,  will  apply  this  new  example  set.
Otherwise disregards.

Agent_analyzer • Receive a file with tweets messages unclassified
• Execute RapidMiner process to classify the tweet message

using supervisor learning algorithms.
• Return the output of the classified tweet messages
• Verify the percentage confidence of the training set
• Generate disease and not disease tweets samples to increase

the confidence of the training set

In the next section we will explore the experiments, results and analyzes of tweets
messages collected using the methodology provided in this work.

4   EXPERIMENTS AND DATA ANALYZES

The aim of this section is to describe scenarios of the experiment execution, data
gathering, timeframe, and data analyzes of collected data to validate the confidence,
as well as identify a possibly starting focus of epidemic disease for specific location.
Soon as execute the Java project with JADE API, start the Jade GUI manager that will
contains all the managed containers, agents, behaviors, send and receive messages,
ACL message protocol, and all resources required to a agent execute properly. The
main program will create all necessaries resources in Jade manager GUI, which is in
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different  containers  for  each  agent,  to  be  easy  to  implement  in  a  real  distributed
infrastructure. After all resources are created, start the sequence logic as detailed at
Figure 2.

The RapidMiner process has a percentage confidence of the training set  that  is
important to validate how confident is the training set phase to classifying tweets into
groups. As defined in the beginning of this project, were manual selected 300 tweets
related to disease and 300 tweets as not disease. The number 300 tweets is just a
starting  point.  The  training  set  represent  77%  of  the  accuracy  rate  and  22%  of
classification error, which is good percentage as starting point. 

Regarding the Agent_DecisionMaker agent it has a process to execute  the method
TickerBehavior() passing 600000 miliseconds (10 minutes) as parameter to execute
10 in 10 minutes. This method gather 50 samples of disease and not disease classified
in  the  analyzer  process.  Then,  these  samples  are  included  in  the  training  set  and
execute it using K-nn algorithm and validate if improves the accuracy. If increase the
accuracy  percentage  or  do  not  loose  more  than  6% will  apply  these  100  tweets
message into classification process. Since it is increasing the number of example set,
may  decrease  the  accuracy  since  there  more  samples  to  get  false  positive,  true
positive, false negative and true negative. The main purpose of this method is to have
more example set to improve the training set to be more accurate as possible. So the
Agent_DecisionMaker agent  has the ability to decide if  apply 50 more sample of
disease or not disease tweets messages into the classification process.  

After pass through all the steps above, we found some challenges in regards the
Twitter user location, since the user is not obligated to inform where is the actual
location. Some users add phrases, misspell the city name, and some cases inform city,
state and country. For this study is required the country for the analyze phase, indeed
used YQL [10] (Yahoo Query Language) searching into  geo.places data table
which contains all cities, states, countries names. Following a example of query and
results:

Table 5: Examples of YQL query

YQL query statement Results
select * from geo.places where
(placetype='Country'  OR  placetype='Town'  OR
placetype='State')  and  text='Toronto,  Canada'  |
truncate(count=1)"

"country": {
"code":  "CA",  "type":  "Country",
"woeid":  "23424775","content":
"Canada"}

select * from geo.places where
(placetype='Country'  OR  placetype='Town'  OR
placetype='State')  and  text='Anywhere  in  the
globe' | truncate(count=1)

"results": null

However, this method brings some threats, if the user set any text that contains a
city, state or country in the location field, the YQL will return as shown in the Table
6. As we known the method is not precise, but we decided to move forward with this
method, because works for most of the location and figure for most of all  tweets

Proceedings of the 12th Doctoral Symposium in Informatics Engineering - DSIE’17

p.95



messages. We did a manual investigation of those tweets with message in location
field and it is represent less than 0.1% of the entire data set. 

Following some query examples that send a text message, and the YQL returns a
country since there is a word that represent and city, county, state or country name:

Table 6: YQL queries with anything in location bring a country 

YQL query statement Results
select * from geo.places where
(placetype='Country' OR placetype='Town'
OR  placetype='State')  and  text='Over  the
Hills and far away' | truncate(count=1)

"name":  "The  Hills","country":
{"code":
"US","type":"Country","woeid":
"23424977","content": "United States"

select * from geo.places where
(placetype='Country' OR placetype='Town'
OR placetype='State')  and  text='Whatever
British' | truncate(count=1)

"name": "British","country": {
"code":"GB","type":"Country","woeid"
:  "23424975","content":"United
Kingdom"

Moreover, there is a process to fill the country in the tweet record in file, and then
go through a filter process which exclude those tweets are not related to a disease, and
tweets  that  not  contains  any  disease  keyword  in  the  text  message  (Twitter4J
sometimes does not respect the query criteria, and brings messages that are not related
to any keyword anyway), but also was classified as disease by the analyzer agent.
Those message are listed as yesdisease, and the disease keyword can’t be found in
the text message, is a good example of the classification process must be updated in
the nondisease group in the training set. Afterwards, has left ~83 thousands tweets
with the criteria of  yesdisease,  and there is at least  one disease keyword in the
tweet message. With those text message were analyzed and provided in the following
charts.

Figure 3: Top 10 of Countries vs Disease
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The Figure 3 has a chart with the top 10 countries with disease encountered in the
text  message.  We  analyzed  the  results  for  all  countries  and  realized  that  cancer
disease is  the most keyword has found for all  countries.  To make the chart  more
readable,  we filtered by top 10 countries.  Futhermore,  we looked into results and
found the second disease keywords is flu, which make sense since there are countries
in winter season at  this moment.  To ensure that  cancer  and flu are the two main
disease keywords has found in ~83,000 tweets message, we made another chart to
illustrate the findings.

The  Figure  4  provides  another  view  of  the  disease  summarizing  per  disease
keyword all the tweets messages. One more time, Cancer were found in 67% of the
tweets messages, and Flu with 9%. So, in the entire world, most of the tweets are
using keywords with cancer and flu. 

5 CONCLUSION AND FUTURE WORK

This study has shown the twitter social network is a good strategy to analyze tweets
messages and evaluate if a country is passing through a moment with high amount of
tweets related to a disease. With this methodology, health government body could
gathering these disease  input  from the  twitter  social  network and act  in  advance.
Nowadays, persons use social network to share status, advertising, information about
a disease, and it is good strategy to use those information and take in advanced the
disease outbreaks.

The goal of this study is to provide a methodology of gathering data from Twitter
streaming database using MAS approach to collect data. Afterwards, pass through a
classification  process  to  categorize  the  tweet  message  as  disease  and  not  disease
related. The analyze provided has shown that cancer (67%) is the most disease found
in the all countries. Which means that all health government body of all country may

Figure 4: Top 10 disease
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investigate further on cancer disease, since is most disease commented by the Twitter
users. In regards the second disease, flu (9%) is very common disease outbreak in
winter season, so the health government body may be prepared for flu disease every
year. One last observation, United state and United Kingdom are the highest amount
of tweets because we are only analyzing tweets in English. Maybe if we make another
investigation with Spanish, Portuguese, might bring more countries to compare with. 

This study has worked based on the methodology of gathering and classifying each
tweet message collected in regards to disease keywords. Using MAS approach has
shown good strategy to process the project in parallel and distributed method, which
enabled  scalability,  efficiency  and  flexibility  in  the  computer  environment.  The
analyze process has shown an accuracy of 77% and 22% of the classification error as
starting point, which may explain some tweets were been classified as disease but in
fact is not a disease related. This is  a evidence that this process must be investigate
further as future work. Also, it  is required to execute this project  in a large scale
computer environment to evaluate the performance gain of using multiples machines.
For classification process would be interesting to execute with others supervised or
unsupervised learning algorithms such as Naive Bayes, SVM, decision tree, clustering
algorithms,  etc.  In  addiction,  uses  different  disease  keywords  and  analyze  the
behavior of twitter users in compare to cancer and flu. Another possibility is analyze
only user tweet message (excluding advertising, chain and information message) and
then pass through the process to validate if cancer and flu remain the main disease
outbreaks.
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Abstract. Today’s organizations are producing more information in electronic 

format than never before. This paradigm, on which auditors have to deals with 

electronic evidences, raises the necessity of organizations to perform auditing in 

(more) maturity way. Thus, enable audit professional with systematic method-

ology, measures and metrics, complementary supported by a technological tool 

is the overall objective of this work. Such holistic perspective face toward to 

plan, carry out and guide audit actions within an improvement continuity per-

spective. Adopting in a preliminary stage a set of case studies as research ap-

proach allowed to elicit the requirements that inform the presented proposal. As 

so, this work yields a framework to guide a systematization of audit life cycle. 

The principal contributions are: 1) The Conceptual framework to accompani-

ment and track the life cycle of auditing, 2) Its integration in the multidimen-

sional data modeling paradigm, which together 3) allow the optimization of 

work and a guidance for development of a tool that supports the proposed ap-

proach. A questionnaire was submitted to auditing experts, allowing to assess 

the created model. The results of the conducted assessment revealed a satisfac-

tory perspective of experts toward the present work contribution.  

Keywords. Bank Audit; Audit Life-Cycle; Audit Route; Business Intelligence; 

Multidimensional Data Modeling.  

1 Introduction  

Nowadays, organizations are facing very competitive environments, thus stake-

holders require guarantees of proper performance, as so, auditing processes become 

powerful instruments to determine operational and financial quality of corporate or-

ganizations [1], [2]. Therefore, and considering that the scope of this work relies on 

bank institutions auditing (particularly on the Angolan market), [3] provides the rec-

ommendation of auditing endeavors in bank institutions, as very own banks’ life’s 

assurance. For an effectiveness and efficient audit function, bank´s audit teams should 

consider on their approach an audit methodology and the data analytics-enabled audit-

ing perspective [4]. Data analytics-enable auditing is a way to automate audit process, 

enabling audits that are more focused on risk-based data gathering and a more effi-

cient analysis of larger population [5]. Despite the benefits of data analytics-enabled 

auditing, audit teams should, simultaneously, focus on audit sound audit methodolo-

gy, in other words, auditors must pay adopt and/or develop the methodology to pro-
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vide guidance for auditing processes, that is, define criteria on planning, execution, 

and reporting on a continuous and integrative basis [4].  

This research consist in the proposal of a framework for methodological guidance 

of auditing tasks within a full spectrum: from underlying conceptual proposal to a 

Computer Audit Assisted Tool aids Development (CAATD). Thus, from conceptual 

point of view, is defined criteria to systematize an audit process, that is, define specif-

ic criteria (concept, metric and indicator) that allow track/monitor different phases of 

an auditing process, in this paper defined as audit life cycle, and principles that allow 

track different kinds of audits, which in the present proposal is formulated as the audit 

route concept. The present proposal is further furnished with its integration within the 

multi-dimensional data modeling orientation, underlying Data Warehouses (DW) 

development, which are a hardly neglected data source to feed audit endeavors. Such 

combination: conceptual framework for audit processes and systematic integration 

with DW, yields the specification for CAATD aids through the definition of princi-

ples and instruments to coupling the conceptual model with the multi-dimensional 

modeling concepts. Although a proof of concept prototype is briefly presented in the 

paper conclusion, fine grained data modeling process and implementation issues are 

not object of this paper.  

1.1 Methodology 

Initially, one conducted a study of the Angolan financial market, which has culmi-

nated with its characterization. From structural point of view, it was found (in the 

analysis period - 2012) that, the Angolan bank system was composed by 23 banks, 

which are classified regarding the nature1 and dimension2 of them. It was noted that, 

there was an increase in the main operational indicators (deposits and credits) and a 

little bit decrease (in order of 9%) in the financial (profitability) indicators. 

The characterization of Angolan financial market, allow us to establish and select 3 

“cases” considered informative for current research purposes. Interviews, qualitative 

questionnaires and documental analysis constituted the instruments to collect data, for 

each “case”. The information was analyzed accordingly the following dimensions: 

characterization of institution that is, regarding it by major operational nature, di-

mension and market share; audit direction structure - focusing on organic structure 

of the audit direction, describing its constitution areas, activities and skills; audit 

types and objects -  namely, its scope, goal, and driven activities; and audits plans 

and respective management - exposes the way of how audits are planned, executed, 

implemented, and managed.  

Based on the conclusions taken from these cases’ dimensions and existing best 

practices the conceptual model was built. To illustrate the concepts proposed in the 

model, one selected “term account” product, which is a basic financial operation 

through which banks raise resources. Thus, to validate the conceptual model a struc-

                                                           
1  The nature of banks is related to the form of legal representation, it can be public nature, mixed, private 

national, and foreign bank branch 
2  The bank dimension is defined according to their representation in the aggregated actives of the system. 
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tured questionnaire was developed and administrated to auditing ex-

perts/professionals.  

This paper is organized in six sections. The current section accomplish the intro-

duction to the subject and scope, where is shortly addressed the research goal and the 

methodology adopted. The second section brings up another dimension of the work 

foundations which is the existing related work collected from a literature review. Sec-

tion three, proposed framework, come up with succinct description of the project 

coverage and then deepens on presenting the framework concepts. The section four 

describe concepts and instrument to integrate the proposed conceptual model with 

multidimensional data modelling concepts. In section five it is outlined the evaluation 

and validation of the model and discussed the results. Finally, in section six we draw 

the conclusions and point future work directions.  

2 Related Work  

As response to the current organization environment companies are rapidly moving 

toward more automated environments/systems regarding auditing assistance/support 

[6], [7]. A classic approach is presented by [8], that suggest a shift of paradigm adopt-

ing Continuous Audit (CA) and Continuous Monitoring (CM) concepts to efficiently 

and effectively conduct and evaluate auditing endeavors. On one-hand, CA is defined 

as an auditing methodology for report simultaneously, or shortly after, a relevant 

event occurrence [9], [10]. On other-hand, CM is “a process implemented by man-

agement to ensure that business is operating effectively” [9]. The study conduct by 

[7] reinforce the idea of integrating CA/CM on a systematic auditing methodology. 

This study affirm that the adoption of CA/CM methodology enhance audit process 

assurance and reduce external auditing cost. In the same way, [11] emanate that the 

CA/CM methodology improve the organizational oversight status and enhance the 

reliance of external auditors. The CA/CM methodology is also contemplated in the 

present work, that is, based on this methodology the proposed framework enable audi-

tor team to track and/or keep up with audit life-cycle and audit route evolution.  

Although CA/CM methodology enhance the audit process, one can acknowledge 

the value of a step forward considering the suggestion to integrate the audit process 

with a Computer Assisted Audit Tool (CAAT3) [12]. Another acknowledgement is 

given by [13], that consider the use of CAAT as optimized level in the auditing in-

formation system maturity level. Accordingly [14], [15], point out two reasons for 

using CAAT: identify correct data to be audited and ensure the data analysis is rele-

vant and complete. Identify, polish and structure the correct data is a fundamental to 

auditing reliability. Therefore [16], [17], for example, suggest the build of a Data 

Warehouse (DW) to aids this purpose.  

Another objective of a CAAT is to provide relevant information to the auditor and 

other decision makers in a customizable/suited manner. Such approach is touched in 

[17], where the authors suggests a CAAT architecture based on tree tier, namely: DW, 

                                                           
3 CAAT can be defined as use of computers resources to achieve and/or automate audit process.  
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OLAP Sever, and Visualization. A similar idea is suggested in [4]. The author fall 

back on multidimensional data modeling to provide an illustration on how to imple-

ment sustainable data analytics-enabled auditing. The idea of use CAAT three tier 

architecture and multidimensional data modeling was also adopted in this research for 

illustration propose. The positive impact in audit activities of the coupling between 

CAAT and CA/CM has been reported in [6]. This context become the work founda-

tion for the framework proposed in this paper.  

3 Proposed Framework 

An audit process life-cycle, is characterized by the whole activities developed in 

the different auditing phases: planning, execution, and corrective actions evaluation. 

The audit route concept, consists in the successive transitions (sequential and/or paral-

lel) between three types of audits, namely: traditional audit (type I), ethic and rigor 

audit (type II), and directed audit (type III). The current framework consider a sequen-

tial route, as an audit route that encloses all audit types sequentially executed. Regard-

ing parallel routes, the framework, consider an audit route which registers at least one 

auditing type repetition (given its poor result). Therefore, the proposed framework 

allows to track and evaluate audits requirements and results between life-cycle phases 

(intra-type) and iterations (parallel routes), both within the overall (sequential) route 

that bound the auditing endeavor. Figure 1 show the proposed framework scope. 

 

The proposal is not bounded by the cases that contributed, along with existing best 

practices, to its formulation; the framework, is highly adjustable through a set of pa-

rameters in all of its propositions to provide conform with different financial institu-

tions environments. The next section presents the details of the framework. 

3.1 Audit Life Cycle 

One paramount construction is the Analytical Question (QA, the Portuguese acro-

nym). QA is a cast list of questions, defined by the auditing team, targeting what audi-

tors are looking for to inform auditing goals. Auditing life cycle delves with two kind 

Fig. 1. Proposal framework scope 
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of QA’s: preview/planning support analytical question (QAp) and execution Analyti-

cal Question (QAe). On one hand QAp consist in a set of QA defined to inform the 

auditing planning at a macro level, in contrast QAe consist in a set of QA derived 

from the QAp designed to ensure proper auditing execution. Independently of audit-

ing type, its life cycle consist in the succession of the auditing process phases. Figure 

2 shows the envisioned interaction between the phases of audits.  

 

Thus, table 1 show examples of QA´s in the audits life cycle process. The exam-

ples are based on one of the demonstrative process, more precisely, term account 

(DP). 

Table 1. Analytical question example. 

Phase Description Objective 

Planning 

(QAp) 

QAp 1) How many DP’s were constituted in last 15 

days? 

Products constituted in a defined 

times period (is this case DP´s in 

the last 15 days). 

QAp 2) What is the unconformity aggregate of DP’s 

constituted DP´s in foreign currency? 

Find out aggregate of uncon-

formity relative to DP´s consti-

tuted DP´s in foreign currency. 

Execution 

(QAe) 

QAe 2.1) Relatively the unconfirmed DP´s, how many 

the applied interest rate are up then in vigor interest rate 

in the constitution date?  

Discovery DP’s with unregular-

ly interest rate. 

QAe 2.2) For DP´s constituted in foreign currency, the 

applied exchange rate are in according with exchange 

rate in effect?  

Find out DP’s with unregularly 

applied Exchange rate. 

From the example in table 1 one can acknowledge that, QA´s over the data set that 

constitutes the Information Base (IB) will drive the focus toward product, services 

and/or Organic Unit (OU) of the auditing scope. Such is accomplished on a quantita-

tive basis regarding unconformities yielded by the answers to QA’s considering the 

IB on the criteria introduced over this section.   

Definition of audit life cycle indicators.  

Planning phase: Optimization of action plan. 

Fig. 2. Correlations between audit phases and QA's.  
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The proposed framework provides the mechanism that allow simultaneously: the 

conversion of the aggregate of unconformities (obtained through QAp) into Key Per-

formance Indicators (KPIX)4, and the contrast of these indicators (KPIX) with the Key 

Goal Indicators (KGIX)5. Products, services and/or OU which KPIX does not comply 

with KGIX become target to the detailed analysis – Execution phase (Figure 3).  

 

In the planning phase, for each product and service, the IB is made up of all prod-

uct and/or service items, contained in the analyzed time period. Therefore, for conver-

sion purposes, is adopted the total items of the product/services as the Base Measure 

of Product (MBP, being the value of this 100%). For example, it is supposed that have 

been constituted thirty (30) DP´s in the last 15 days, where the last 15 days is the 

analyses period. The thirty (30) DP´s represents the base measure (100%) of this 

product.  

Subsequently, the proposed framework provide the auditors team with performance 

indicators ( ) referent to the aggregate of unconformities of each product or 

service, as well as performance indicators referent to the aggregate of unconformities 

of each OU (e.g. a regional balcony) based on the following mathematical expression. 

  (1) 

  (2) 

While  is obtained between the ratio of the total unconformities of the prod-

uct (TIP, from Portuguese acronym), that is the measure of aggregate of unconformi-

ties of a particular product or service, over the MBP;  result from the weighted 

average of the  to a given OU. For such, the  is weighted by the %@pp 

parameter, which is defined by the audit team. Another construct was introduced, is 

the audit life-cycle key performance indicator ( ), that is obtained from the alge-

braic sum of , as showed in the next expression.  

                                                           
4 The “KPIx” is used to generically to refer to  (KPI relative to a product or service) and  (KPI 

relative to OU) originally foreseen in the framework, but here aggregated for simplicity and space rea-

sons. 
5 The “KGIx” is used to generically refer to  (KGI relative to a product or service) and  (KGI 

relative to OU) originally foreseen in the framework, but here aggregated for simplicity and space rea-

sons. 

Fig. 3. Model to shift products, services and OU. 
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  (3) 

These overall concept can be explained evoking and expanding the previous exam-

ple. If in the last 15 days were constituted thirty (30) DP´s, the MBP of this product; 

and considering that three of thirty DP’s are not conformed (e.g. the applied interest 

rate differs from the rate in effect). In this case, the expression 1, yields 10% of un-

conformities 10%, in other words, the  referent to DP’s product is 10%.  

Execution Phase 

The execution phase provide, a fine grain perspective, of specific unconformities 

of each products, services and/or OU, elicited on the planning phase. Conceptually, 

the proposed framework attend the execution phase in two distinct and complemen-

tary perspectives: the logical perspective and the physical perspective.  

Logical perspective.  

In the logical perspective, for each QAp, are defined subset of QAe. As so, in this 

perspective, for each aggregate of nonconformities defined in the planning phase, the 

QAe define criteria to quantify and evaluate specific unconformities inherent to the 

aggregates of “macro” unconformities. Table 1, exhibit a mapping between cast lists 

of QA’s (QAp 2 and QAe 2.1, QAe 2.2). Therefore, QAe identifies different natures 

of unconformities in each product/service (INP6). Therefore, in detailed analysis (exe-

cution phase), for each product and service, the proposed framework identify and 

provide auditors with overall unconformities of the same nature (TINP). 

For performance evaluation, each TINPK should be converted and delivered to au-

ditors as a performance indicator of the respective TINPK (PTINPK), that is, indicators 

that defines, accounting for the weight for the given nature of unconformities, over 

the aggregate of unconformities of the respective product or service. This indicator is 

provided by the following expression.  

  (4) 

Where %@in reflect the weight (percentage value assigned by audit team) that the 

aggregate of unconformities of given nature represent over the respective TIP. As an 

example, if in a universe of 1000 analyzed DP´s in the planning phase there were 500 

nonconforming DP’s (TIP), and during the execution was verified that the applied 

interest rate to 200 of them differs of the effect interest rate (TINP, relative to DP’s 

constituted with interest rate differ of interest rate in effect) and the constitution value 

of 300 of them were less than the minimum amount required (TINP, relative to DP’s 

constituted with amount less than minimum amount required), and also considering 

that the weight of the TINP relative to DP’s constituted with interest rate differ of 

interest rate in effect is selected as 40% and the weight of the TINP relative to DP’s 

constituted with amount less than minimum amount required is established as 60%, 

based on expression 4, the PTINP relative to TINP of DP’s constituted with interest 

                                                           
6 In this project the concept of unconformities of the same nature, refer to set of similar unconformities 

related to a given product or service.  
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rate differ of interest rate in effect will be 16% and the PITINP relative to TINP of 

DP’s constituted with amount less than minimum amount required will be 36%.  

Physical perspective.  

The physical perspective consist in documentation (that supported transactions) 

analyses, in order to examine the materialization (or not) of nonconformities detected 

during the detailed analysis (developed in the logical perspective). The actions, in the 

field, developed in this perspective may incur in a change/settle over the indicators 

feed through the logical perspective. Under this conception, the framework provides 

an equation, named as “regularization expression” over which the previous (logical) 

performance indicators (KPIM, KPIM* e KPIC*) are updated.  

Phase of corrective actions evaluation.  

In the phase of corrective actions evaluation it is provided the instruments to sup-

port the evaluation and tracking of the successive iterations of the audit life-cycle. So, 

this phase has associated two indicators; one for monitoring support (MC – Continu-

ous Monitoring) and other (IT – Transition Indicator) for iteration/phase transitions 

threshold definition. The MC indicator records and provide to auditors, the evolution 

of the performance indicators, during and after successive iteration of the audit life-

cycle and the audit route. The proposed framework provide the MC through the fol-

lowing expression (5). Where  refer to the  of the actual audit life-cycle 

iteration. The ITx indicator is used for performance evaluation. As so this indicator 

provide variation between  and , informing the impact of the performances 

indicators over the goals indicators. Mathematically ITx is provided by expression 6.  

 (5) 
 (6) 

Performance evaluation and continuity criteria of the audit life-cycle 

Performances evaluation can be of two natures: partial and global. Partial evalua-

tion consist in performance analyze of a specific OU, product or service. The global 

evaluation is related with the overall audit life cycle performance analyzes as a whole. 

Independently of its nature, performance evaluation consist in measuring the perfor-

mances indicators, that is, it is provided by ITx. As so for partial evaluation, the ITx 

rely on KPIM
*, for OU evaluation, to KPIM, for product/service evaluation, and to 

, to unconformities of specific nature. For global evaluation aids, the ITx fall 

back on KPIC* (overall).  

ITx is used as decision criteria of transition between auditing phase’s and/or audit 

(new) cycle (whereas for the same or consequent audit type).  

3.2 Audit Rout 

The audit route concepts, are related with systematization of evaluation and inter-

action of the three audits types (and their iterations) proposed by the framework. So, 

the proposed framework recommends that an audit route begins with multiple audits 
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process and during the execution will result in the culmination of the last process with 

need of repetition.  

Definition of audit route indicators  

The audit route indicators can be partial and/or global. Partial indicator, report the 

impact that performance indicators, of each cycle of auditing, represent over the route. 

Therefore, partial indicator of audit route is given by global evaluation of auditing life 

cycle, that is, the weight of an auditing cycle (PPP) over the audit route is given by 

the ITx relative to KPIC*. Mathematically PPP is elicited by the following expression.  

  (7) 

Where %@ap (a parameter - again defined by the audit team) reflects the weight 

that specific auditing has on the route. It is important to note that for auditing directed 

to a specific OU, product/service and/or unconformities of given nature the PPP will 

be given by ITx relative to KPIM*, KPIM and/or PITINPK, respectively. The global 

indicator (PTP, total route evaluation) provide information for overall evaluation, as 

such it is obtained from the PPP arithmetic average, as shown in the following expres-

sion.  

  (8) 

NTA represent the overall cycle of auditing in auditing route. For cases which the 

audit route is not linear (with parallel courses ramifications), is calculated partial 

score ( ) for each iteration, and then PTP will be the weighted (as-

signed/established by the stakeholders) average of .  

Performance evaluation and continuity criteria of the audit route. 

Again, the audit route performance evaluation is of two main fold: partial and 

global. The evaluation criteria and logic are similar with the previous depicted for the 

audit life-cycle in the previous section. Nevertheless, it worth to refer that in the audit 

route are defined indicators that allow auditors team to track and follow up routes of 

auditing. 

4 Integrating the framework with multidimensional data 

modeling  

This section define the principles and instruments to couple the concepts proposed 

on the framework into the multidimensional data modeling paradigm.  

4.1 Backward compatible management principles 

The principles of dimensional data modeling organize the data which allows to an-

swer QA according to the cube metaphor, which is consubstantiated by fact and di-

mension tables hosted in a DW [18]. Considering that auditors decisions are based on 
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a set of pre-defined QA’s, proves to be necessary create a coupling between such 

QA’s and the multidimensional data model that can inform them. Furthermore, over 

time there might be necessity to include or exclude QA’s to/from cast list. So, there is 

necessity to guarantee the retro compatibility between the interrelations of QA cast 

list and data model, as referred in [18]. This constitutes pertinent requirement if one is 

supposed to continuously monitor evolution. Figure 4 show the relation between 

QA’s and the cube of data, and the retro compatibility principle. 

a 

 

b 

 

Fig. 4. (a) Interrelation between QA´s and cube; (b) Retro compatibility between data model 

and cast list of QA’s. 

Figure 4 (b) illustrate that a change occurred in cast list of QA’s and then, implicit-

ly, an updated of the cube constitution are required. From this context are proposed, 

two instruments to manage the retro compatibility consistence and coherence, namely: 

two-way table and bus matrix.  

4.2 Backward compatible management instruments 

Two-way table, defined to this project scope, this instrument consist in mapping, 

for each audit process, the interception between QA´s and measures (fact table) and 

attributes (dimension table) of the respective product/service, in order to coherently 

and consistently update data cubes. Bus matrix-in DW system this is an established 

instrument to conform dimensions, helping the design and the DW architecture pro-

ject [18]. In this project bus matrix map the correlation between fact tables and di-

mension tables, that is, includes all fact and dimension table of the model, fostering 

the conformation.  

5 Evaluation and discussion  

A structured questionnaire was developed, and then administrated to auditing ex-

perts/professionals to validate the concepts proposed in the model. The questionnaire 

was divided in four sections: First section, concerns to evaluate the utility of the pro-

posed key concepts, that is, cycle and audit route; the second section intended to vali-

date concepts related to the criteria proposed to support decision making; the third 

section aims to elicit the pertinence of the coupling between proposed framework and 

Proceedings of the 12th Doctoral Symposium in Informatics Engineering - DSIE’17

p.109



multidimensional data modeling approach; and the main objective of the fourth sec-

tion was to obtain comments, suggestion, and constructive critics, which can contrib-

ute to improve the model. Altogether the result was satisfactorily positive, on a scale 

that ranges from 1 to 5 and considering 8 respondents. Comments from the experts 

stated that the proposed framework is above the average, which suggests that the con-

cepts proposed in the model are useful and applicable. 

6 Conclusions 

Initially, one analyzed the Angolan bank system, it was identified the relevance of 

adopt tracking and continuous monitoring of audit in bank activities. Grounded on a 

case study approach directed to three selected bank institutions, operating in Angolan 

financial market given their representativeness for the purposes of this work. From 

these cases were identified (good) auditing practices, however low levels of systema-

tization and methodology that improve the efficacy of tracking the audit life-cycle and 

consequently the audit route, concepts that we develop on the proposed framework. 

Therefore, it was defined the criteria which promotes systematic measures to plan, 

execute and to monitor audit actions. As result it was conceptualized a framework to 

support the process of tracking audit life-cycle (and audits routes). Though, the pro-

posed framework emerge from illations taken from case study, it is adjustable to bank 

institutions in and out of case study scope, that is, for adjustability reason, the model 

provide a set of parameters which are editable by the audit team. Also was considered 

the requirements for coupling the proposed model with multidimensional data model 

approach, taking into account the volume and diverse operational data sources for the 

required analysis. The concepts underlying the framework inform the developed pro-

totype that demonstrate the implementation of a technological tool that has allowed to 

explore 3 years of data considering the proposed metrics and framework workflows. 

For preliminary evaluation a structured questioner was developed and administrat-

ed to auditing experts, to validate the model. The result was satisfactorily positive, 

allowing us to conclude that the proposed framework reveals itself as a useful instru-

ment to support auditing’s activities, and its adoption enable auditors with systematic 

measures that optimize audit action and support decision making. 

Although the proposed framework proved to be useful, there are same further work 

to be done in the future, to improve the model, that is, more precisely: recommenda-

tions management – with this approach is expected to be developed a methodology 

to couple and manage in model auditing recommendations; Data mining approach 

integration, the goal here is to enable the proposed framework with some data min-

ing algorithms (for compliance activities purpose), to allow recognize patterns under 

the data, which cannot be identified via QA’s; and proposed framework extension, 

regarding its concepts to non-financial institutions, that is, as for example, touristic 

and/or oil industry.  
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Abstract.  In today´s content-centric world, quality evaluation is considered es-

sential to deliver a successful interactive multimedia solution. Set-top boxes, for 

instance, apart from basic functions such as decoding source signals into content 

which can be seen by users, also provide the user with a set of tools to evaluate 

content and decide if it is adequate to his/her preferences. Other platforms even 

allow the users to provide written feedback and select the most desirable genre 

for its day-to-day viewing habits.  However, most of these solutions rely on tra-

ditional control mechanisms, depending on remote controls or keyboard/mouse 

combinations, leading to a less natural approach to a procedure which content 

providers would prefer to be more intuitive and less restrictive. In this paper, a 

novel natural solution for multimedia content evaluation is described, based on 

tracking hardware, gesture recognition and proven frameworks. By facing a real-

life necessity in a given scenario where hand gestures were required for content 

evaluation, this work delves into natural interactions and their application in com-

mon tasks. The end result delivers a new approach to content evaluation, and 

bridges the gap between this particular field and current gaming-like techniques. 

These requirements led to an early, careful analysis of interaction techniques and 

frameworks available and a thorough selection process, which was conducted 

before any development. The solution translates hand gestures into user interac-

tions within the solution, proceeding according to the user´s expectations. All of 

this is done within a given time limit, during which the user has to complete the 

evaluation procedure. The work was tested in a real-life scenario with a limited 

group of 10 people, the maximum amount achievable under the available circum-

stances. Each of the users was assigned with a content evaluation task and was 

required to provide feedback upon the completion of this task. The positive feed-

back from 6 users from that overall user sample, along with minor suggestions 

from the remaining users, which rejected the solution, confirms the usability of 

this work and its applicability for this specific purpose. The tool is capable of 

being easily used for multimedia content evaluation, allowing users to complete 

this task without any major hiccups. This was the main milestone set for the de-

velopment of this solution. 

 

Keywords: computer graphics, natural interaction, content evaluation, multi-

media content 
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1 Introduction 

Quality of multimedia content has become a defining aspect in today´s interactive sys-

tems. If in a recent past, the quality of video content used on multimedia systems was 

not thoroughly scrutinized (leading to the presence of content with questionable qual-

ity), its relevance to the overall success of multimedia systems, such as Netflix or Am-

azon Prime, was of the utmost importance. Because of this, using ever-improving eval-

uation techniques applied to multimedia content has gradually become an important 

factor on state-of-the-art multimedia solutions. Even though the usage of specialized 

evaluation techniques, applied to selected groups, is still the most preferable solution 

for the scenarios faced on multimedia systems, using users themselves as a mean to 

extract feedback is an alternative, interesting and cost-effective solution. For example, 

applying gaming paradigms to content evaluation and integrating these ideas on an 

overall solution can lead to an interactive experience where the user itself becomes a 

part of the solution, is rewarded by this initiative and improves the overall quality of 

the multimedia content available on the system. On the other hand, seamlessly integrat-

ing evaluation mechanisms on new or already existing solutions requires careful plan-

ning, with a particular focus on the interaction solutions used for this particular purpose.  

Traditional evaluation systems typically rely only on physical controls, such as 

keyboard and mouse, to gather input information from the users. No additional data is 

gathered from other sources. Even though valuable information, such as typing speed 

or keys, can be used to provide emotional state information from the regular users, a 

complete picture of the content feedback from the user is not achieved with these tra-

ditional solutions. On the other hand, Human Computer Interaction (HCI), a field 

which was vastly explored during the last decade, enabled interaction between users 

and computing devices which surrounded him, without any actual physical contact. The 

use of HCI allowed innovative and dynamic approaches to environments, since users 

were able to rely on pre-defined gestures to complete a set of tasks associated with a 

given tool. This kind of interaction was popularized on home gaming consoles, where 

low-cost hardware devices were coupled with interactive gaming applications, achiev-

ing relative success. As a direct consequence of the use of HCI on modern devices, 

research on gestural interfaces was intensified. Correlating design approaches with suc-

cessful interactive solutions led to significant contributions on the development of new 

interactive graphical user interfaces. However, the lack of established guidelines for 

gestural control, coupled with the misuse of established conventions, led to poorly de-

signed Graphical User Interfaces (GUI) which were not adapted to interactive environ-

ments [1]. In some cases, they were even adapted from previous solutions, which re-

quired accurate interactions and were developed for mouse and keyboard devices.   

On the technological front, the launch of Microsoft Kinect [2] (or Project Natal as 

was called during development) on November 2010 provided a new approach which 

was made available to researchers and general public. Combining a camera sensor, in-

frared projector and a special microchip used for 3D reconstruction, this hardware was 

capable of delivering depth maps and provide gesture and facial recognition to other 

applications. Being a low cost solution for interactive systems, enterprises, developers 

and researchers relied on this solution for multiples purposes, from disease prevention 
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to security probing. In the meantime, more advanced hardware solutions such as Intel 

RealSense [3] have emerged, providing easy to use APIs that allow for easy integration 

on existing projects, while giving developers the means to improve existing tracking 

algorithms currently available on the hardware. 

In this paper, a novel interactive solution for multimedia content evaluation will 

be thoroughly presented and each of the areas will be explained in detail. Derived from 

pre-defined guidelines that mandated the development of a new multimedia content 

evaluation tool, which would rely on innovative forms of interaction to attract users, a 

new solution was outlined. Based on methodologies traditionally used for content eval-

uation, this work relies on interactive mechanisms, such as hand gestures, to provide a 

gaming-like approach and engage users on tasks such as feedback extraction. Independ-

ent content categories are available to the users and based on that selection, evaluation 

will be conducted in real-time. For each video selected for evaluation, the user will 

approve or reject the content and select a set of keywords which will help to identify 

that particular video. To provide a gaming approach to this evaluation procedure, the 

set of videos from each category will be presented within a specified time limit, which 

will have to be completed by the user. When the user completes the evaluation, results 

for each video are presented, which can then be saved into the local hard drive. The 

user can also restart the content evaluation procedure or terminate the content evalua-

tion application. To develop this evaluation solution, Intel RealSense Software Devel-

opment Kit (SDK) and camera hardware were selected for tracking purposes, providing 

the required tools for a complete, top-to-bottom solution. To deliver an attractive user 

interface allied with efficient coding and optimal performance, C# and XAML were 

chosen as programming languages for this work. Regarding the framework and Inte-

grated Development Environment (IDE) used throughout this work, .NET 4.5 and Vis-

ual Studio 2015 were used since both were considered to be the best solutions to de-

velop along with other previously mentioned Microsoft technologies. 

The rest of the paper is organized as follows. Section 2 will present the current 

State-of-the-Art on tracking algorithms and systems relying on these technologies for 

interactive control mechanisms. In Section 3, the proposed approach used for this work 

will be detailed, along with any necessary requirements and decisions taken during de-

velopment. In Section 4, the results of this solution will be discussed. On a final note, 

conclusions and future work are presented throughout Section 5. 

2 State-of-the-Art 

The fast-paced evolution in interactive solutions applied to multiple areas of everyday 

living leads to numerous research developments that have contributed with valuable 

knowledge. In [4], a natural interaction solution was developed along with a support 

graphical interface. Relying on human gestures for User Interface (UI) interaction, the 

solution was able to replicate current day-to-day user experience, based on mouse and 

keyboards, into a more intuitive experience. Since the main goal of the authors was to 

replace the mouse as preferential mean of interaction, this was accomplished with vast 

success through the use of low-cost hardware such as Microsoft Kinect. Input frames 
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are pre-processed: background information is subtracted, images are segmented and 

human contours are tracked. Based on this information, the manual gesture is identified 

and the system proceeds with the according action, mapped previously by the authors. 

The solution presented high success rates regarding the gesture identification, even 

though some improvements are still required on the detection algorithm to improve its 

performance. 

On [5], a gesture-based computer mouse solution was presented and tested by the 

authors. Using a Kinect sensor, an interactive system to replicate the mouse control was 

developed. Being a comfortable and reliable solution, this was an easy-to-use interac-

tion mechanism, even by unexperienced users. Data such as precision and speed from 

hand movements were used as parameters for this solution, leading to an efficient track-

ing and gesture recognition algorithm which delivered convincing performance results, 

especially when compared to a physical mouse interaction. The authors translated hand 

movements into cursor movements, which resulted into a “joystick-like” user interac-

tion. While the majority of data available on a given frame was discarded, hand and 

finger positioning was used on the detection algorithm to identify the correct gesture. 

Detailing this procedure, the algorithm uses the top of the fingers, along with the indi-

cator and the thumb for this particular procedure.  Results have shown that, even though 

this approach led to results that were comparable to traditional mouse interactions, ini-

tial discomfort was the main issue that affected users. To overcome this problem, an 

initial tutorial or experimental period should have been given to users, so that they could 

have been familiarized with the system before any testing was conducted. 

A new approach for interactive medical solutions was presented on [6], with con-

siderable success. Using Microsoft Kinect as a mean to gathering visual information, a 

GUI system was specifically developed for intensive care in hospitals. A simple graph-

ical user interface, prepared for interaction through hand tracking, was used on this 

particular solution. No additional sensors, gloves or specific colors are required on this 

system. The authors rely on skeleton information provided by Kinect to extract the hand 

coordinates from the hands and detect any click on a given point in space. If required, 

the solution can interact with the medical staff or auxiliary systems through auxiliary 

communication mechanisms such as email, telephone, voice or SMS. Field tests were 

conducted and the solution was approved by regular users and medical staff, both in 

response timings achieved on day-to-day situations and easiness of usage of the pro-

vided graphical user interface. However, the basic GUI that was used on this solution, 

a less than ideal selection of interaction elements such as radio buttons, a rather sim-

plistic approach presented throughout this work and inconclusive test results have 

shown that further work is necessary in order to improve the quality of this solution. 

Gaming interaction was the main topic of research on [7], where an interactive car 

game based on gesture recognition was presented. A system based on Microsoft Kinect 

was developed and integrated into a car game, using the skeleton information as a mean 

of control of the vehicle. A set of 4 gestures was identified and used for interaction 

between users and game and the underlying delay associated with this type of scenario 

was taken into account during the development of the solution. The system tracks left 

and right hands, along with the shoulder position and translate that specific information 
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into the corresponding gesture, selected from a predefined set of gestures mapped be-

forehand. That gesture is then interpreted by the videogame as a specific action, which 

is reproduced in real-time with minimal delay. Exhaustive tests conducted on this so-

lution validated the application of this interactive approach on a virtual, action-based 

scenario such as interactive gaming. However, since pre-stored posture information is 

required beforehand, the use of this solution on different contexts requires additional 

pre-processing steps. This fact hinders its usefulness, despite the performance achieved 

by the algorithm presented on this work. A dynamic solution, capable of adapting to 

multiple contexts, would have been desirable. 

On [8], a new algorithm to improve the performance of hand contour tracking is 

extensively presented. Real-time depth information is extracted from a Microsoft Ki-

nect input camera. The new solution surpasses the performance achieved by solutions 

currently available on the market. This new approach gathers depth information and 

identifies the nearest pixel from a given input frame. The contours and palm of the 

hand, as well as the position of the fingers, is identified in real-time by the solution. 

After pre-processing this information, the correct gesture is identified and the outcome 

of this task is sent directly into the application. The success rate achieved was approx-

imately 94.6%, a result that approves the work done on this solution regarding dynamic 

and static gesture recognition. Despite the successful results achieved with most of ges-

tures, some specific gestures (like I, N or T) have presented inferior results and require 

additional research to improve its recognition rates. 

Natural interaction with television (TV) content was the main topic of research on 

[9], which presents a complementary solution for interactive television. Relying on Mi-

crosoft Kinect software and hardware for dynamic gestures and handwriting recogni-

tion, the authors achieve a solution capable of selecting TV channels and interact with 

a TV set through a pre-defined set of actions from the users. For this purpose, the solu-

tion relies on the skeleton data provided by Kinect, from which left hand and right hand 

information is extracted. While the left hand is used for interactive TV operations, the 

right hand is used for handwriting procedures within the solution. Based on the hand 

information from the user and the respective gesture executed, the system identifies the 

appropriate action and proceeds with the corresponding result. After testing, the results 

achieved by handwriting and gesture recognition were considered positive. However, 

the effect of the error threshold defined within the solution on the recognition rate was 

significant. Due to this, the definition of this specific value required particular attention, 

in order to avoid any negative impact on the performance achieved throughout execu-

tion. Alternative recognition mechanisms should be analyzed to solve this performance 

problem. 

When Microsoft Kinect was presented to the world, a cost-effective solution for 

tracking and recognition, without any particular accessory requirement, was made 

available to the public. However, other tracking solutions which rely on accessories for 

tracking are still currently available on the market. A solution of this type is detailed in 

[10], with encouraging results based on real life scenarios. An alternative approach to 

current tracking solutions, based on wearable devices was proposed and information 

such as gestures and rotation were used as control mechanisms. The system identifies 
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the curvature, direction and gesture of the user, based on the data provided by the sen-

sors. From that information, the system translates data into actions, just like any user 

would expect with regular mouse and keyboard interactions. Despite the positive track-

ing results, drawbacks such as requirement for an additional device and lack of optimi-

zation of the solution lead to a mixed reaction towards this solution. Touchless interac-

tion without additional devices is still the preferred approach for these type of solutions. 

User emotions were the focus of attention of the work presented in [11]. An adap-

tive user interface was presented, allowing interactions between users and the provided 

system. Keyboard strokes, application events, emotional state and color selection were 

used as means of identification of the appropriate state of the user within the Ortony, 

Clore and Collins (OCC) model. Only 3 types of emotions were considered for this 

particular work: satisfaction, agony and anger. Based on the writing speed, keys used 

on the keyboard and events of the system, the user interface is dynamically changed 

according to this input data. Experiments with this solution confirm its use, without the 

need for any visual references as input data. However, the authors should have con-

ducted extensive testing, in order to analyze user´s emotions when dealing with this 

dynamic solution. 

Facial recognition information was used for emotional state tracking on [12]. 

Gathering depth data extracted from Microsoft Kinect, the authors were able to analyze 

facial data and recognize current expressions from users. From the face position and 

references points provided to the solution, the system was able to select an emotional 

state from a complete set of 9 emotions. To achieve this, input frames were pre-pro-

cessed (due to frame-to-frame inaccuracies) and support data such as occupied area, 

depth and face orientation was collected. For facial references, the system tracked 3 

specific regions: chin, cheeks and eyebrows. The testing results showed the applicabil-

ity of this solution on real life scenarios, but complementary data was deemed necessary 

for additional confirmations. Problems observed with the detection of certain expres-

sions have to be taken into account and a thorough analysis of mandatory facial infor-

mation is required. Only then will the authors be able to deliver a complete solution, 

capable of accurately identify emotions regardless of the subject used for testing. 

The State-of-the-Art articles detailed throughout this section present new ap-

proaches to problems faced in multiple interactive solutions. However, none of these 

articles actually dealt with the applicability of interaction mechanisms to scenarios such 

as multimedia content evaluation, a task typically associated with physical devices such 

as keyboard and mouse. This opportunity became the main milestone for our work, as 

can be seen on the following sections. 

3 Proposed Approach 

For this work, a Multimedia Content Evaluation Application, capable of allying gaming 

techniques with audiovisual content evaluation, was proposed. The motivation for the 

development of this solution was found when a previous analysis of currently available 

content evaluation tools was conducted. Although several commercial or open source 

tools were available for use, their interactions relied solely on mouse and keyboard 
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events. This presented us with a problem and a research question: how to adapt an al-

ready existing task to new interactive environments, relying on control mechanisms 

commonly used by users. Besides interactions requirements typically laid out when a 

new solution is developed, other complementary aspects (such as performance or user 

experience) had to be analyzed. Since the content, which would be evaluated with these 

tools, was going to be used on an already existing interactive solution, a goal was set 

for this work: harness this opportunity and expand these interactive features to such 

common tasks. An initial approach was outlined for this work: research current trends 

and select the most efficient interaction solution, design the UI and use interactive 

mechanisms required to successfully complete this task.  

Starting with the UI design, current evaluation tools aren´t adapted to touchless 

environments, such as the one that would be used during this work. They are usually 

based on navigation bars and menus, a design approach which isn´t practical when ap-

plied to environments without physical interaction devices. This led to the application 

of design guidelines, commonly used on other UI solutions, for an effortless interactive 

experience. The use of elements, such as buttons, benefited from contributions which 

defined the most adequate settings for an accurate experience. Based on that 

knowledge, pre-defined interactions between users and UI were defined within a given 

set of screens, each with a specific task which had to be completed beforehand to pro-

ceed into the following screen. Regarding the technical development and integration of 

the solution, the work was focused on a modular application, capable of integrating 

multiple sub-modules for each corresponding area while delivering a complete and 

functional package. 

Based on all of the requirements set previously, an overall solution was specified 

and split into 3 specific modules, as represented in Fig. 1: RealSense Tracking, Content 

Evaluation Mechanisms and User Interface. All of the development work was con-

ducted in C#, using Microsoft Visual Studio 2015. Regarding the UI, a single, central-

ized application screen, with all UI components contained within a single XAML1 file, 

was devised. Relevant UI information would be shown or hidden according to user 

interactions. Resource usage would be optimized since the application would load all 

resources only once to the computer´s memory. A total of 4 application UI areas were 

identified for the Multimedia Content Evaluation Application: 

 Category Selection 

 Multimedia Player 

 Content Evaluation / Keyword Selection 

 Results presentation 

Aside from the user interface, a new mean of interaction between users and UI 

components was selected. Instead of the traditional keyboard and mouse controls, the 

approach on this work relied on gesture tracking to detect hand positioning and deter-

mine whether or not the user was issuing a command to the user interface and if that 

                                                           
1  XML-based markup language developed by Microsoft, for user interface design within their 

own commercial products or solutions. It is available in .NET Framework 3.5, as an integral 

part of the Windows Presentation Foundation 
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was the case, which type of command. To do this, Intel RealSense hardware and SDK 

was selected for this specific purpose.  

 

Fig. 1. Software modules which form the content evaluation tool 

The new technology, made available by Intel to Original Equipment Manufactur-

ers (OEM) and developers, allows natural interaction between a user and the machine 

which is being controlled. A small package composed of a regular 1080p camera, an 

infrared sensor and a laser projector is available for purchase and depending on the 

purpose of the application, a short or large range camera can be selected. Besides the 

hardware, Intel also provides an easy-to-use SDK, capable of being used on multiple 

programming languages such as C++, Java or C#. Tracking algorithms can be used or 

even improved by developers, depending on the goal they want to achieve with their 

own applications. Intel RealSense has been applied to multiple scenarios such as aug-

mented reality, immersive experiences and gaming demonstrations. For this work, 

tracking algorithms which relied on Intel RealSense technology were executed on a 

parallel thread, allowing the application to capture interaction information in real-time 

without performance degradation on the user interface thread. This was the case on a 

preliminary test conducted before any development work had been executed. To pro-

vide the required touchless features for the application, the Touchless Controller com-

ponent from Intel RealSense SDK was used and depending on the gestures of a given 

user, multiple corresponding actions were coded: 

 If Tapping is detected, translate into an Selection key press event 

 If Swipe is detected, translate into an Start/Stop key press event 

 If Thumbs Up is detected, translate into an Deselect key press event 

The key mappings were achieved by using Gesture Mapping, which allows the 

application to automatically translate input features into whatever action is required by 

the developer. To prevent any unexpected interaction apart from these coded gestures, 

keyboard and mouse interaction was disabled by default on the Multimedia Content 

Evaluation Application. 

Regarding the Category Selection screen, a central grid composed of 3 buttons 

was outlined and 3 content categories were selected for this proof of concept: Automo-

tive, Adventure and Health. Since the purpose of this type of application would be to 
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evaluate content that would be used on multimedia applications, these themes were 

selected due to their large variety of content readily available. Their significance on 

today´s world was also relevant to this decision, since these are some of the most 

searched topics on online platforms such as Youtube or Vimeo. 

For category navigation on this first screen, swipe gesture was introduced. Raising 

any of the hands from the user automatically starts the hand tracking procedure, which 

will then detect if the user is swiping left or right. By doing these gestures, the users are 

able to navigate through the available categories and select the one that interests them. 

Selection is done by tapping (moving the hand forward as if pressing an object) the 

category button and to encourage the navigation between categories, only the central 

category is available for selection at any given moment. After the selection of the cate-

gory, the Multimedia Player screen is presented to the users. 

 

 

 

 

 

Fig. 2. Example of the content evaluation tool interaction screens 

For content playback, the MediaElement was used on the GUI design. This object 

allows the application to modify and reproduce multimedia content in real-time, from 

a wide variety of codecs supported such as uncompressed RGB, Windows Media Video, 

H264 and MPEG-4 Part 2.  From a pre-defined set of multimedia content, based upon 

the category selected previously, the application randomly selects one video for play-

back. A timer is then presented on the top of the screen, starting a countdown procedure 

which encourages the user to complete the evaluation within the available timeframe. 

The title of the video is also presented on this area, so that users can identify the content 

that is being presented to them. To proceed to the content validation screen, a thumbs 

up gesture is required since this action is mapped into the Deselect key press event, 

which will hide actual user interface components, such as the MediaElement. 

For content approval or rejection, the user is required to swipe right or left respec-

tively, gestures which are mapped to Start or Stop key presses. Timed pop-ups are 

shown after each content evaluation from the users. These swiping gestures are done 
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within the Content Evaluation screen, where a grid of 10 buttons with randomly se-

lected keywords is presented. For each category available on this application, a set of 

20 keywords is provided for this random selection. The buttons are available for tapping 

by the user, which is translated into the corresponding select action. For each video, a 

maximum of 2 keywords must be selected. These selections, along with the content 

validation through swiping, are the required actions to proceed to the next video play-

back. The video playback and content evaluation procedures are sequentially repeated 

until all videos from the provided set were played to the users or if the time limit pre-

sented to the users has ended. 

The final screen presented by the application is related to the results of the content 

evaluation. Composed by a grid of 3 buttons and a single Text Block, this screen is 

significantly relevant for both users and content providers. Since these results are fun-

damental for both parties, all required data is directly presented on the screen: title of 

the video, evaluation of the video and keywords selected are printed into the Text Block 

element. These results can also be saved into a text file on the local hard drive, by 

tapping the provided Save Results button. Besides this action, the user can restart the 

content evaluation through the Restart button or, on the other hand, terminate the ap-

plication by reaching the Exit button. An example of multiple screenshots from the 

Multimedia Content Evaluation Application can be seen on Fig. 2. 

4 Results 

To validate the design solutions and implementation of the application, a test in a real 

life scenario of the completed solution was planned and conducted. To achieve this, the 

Centre for Telecommunications and Multimedia from INESC TEC was chosen as the 

most adequate location for this testing phase, taking into account hardware transporta-

tion requirements and user´s availability. Within this location, a group of 10 people 

from different working areas (such as Music, Video and Networks) was selected, so that 

the results were not biased. Each person was responsible for the category selection, 

content evaluation and general feedback from the application experience. Regarding 

the group of users selected for these experiments, all of the users had academic back-

ground, ranging from MSc to PhD and were up-to-date with recent technological ad-

vances. Ages were comprised between 26 and 35 and a random number of male and 

female individuals were chosen. This guaranteed a homogenous group, which would 

contribute with accurate results, since there were less variables to interfere with. 

The user feedback from the Multimedia Content Evaluation Application was 

mostly positive, with 6 users liking the solution in its current form and demonstrating 

interest in using it in other scenarios, such as music content evaluation. One user did 

not like the application in its current form, but would use it if some minor modifications 

were done to the interaction mechanisms, such as replacing some gestures with more 

user friendly actions. Finally, 3 users firmly disliked the application and would not use 

it in other contexts, even with modifications. 

Besides the previously mentioned testing tasks which were assigned to them, sug-

gestions on possible applications for this solution were also asked to the users. From all 
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the scenarios presented, the main interests resided on the integration in mass market 

solutions or within a specific user experience. For example, game reviews on home 

consoles such as Playstation 4 or Xbox One, or evaluation of TV shows presented on 

set-top boxes were some of the examples suggested by users. Cinemas were another 

possible scenario for this application: user reviews with no filtering or bias applied 

could be gathered right at the end of movie presentations, allowing producers to collect 

valuable information directly from the most important source for their business. 

5 Conclusions and Future Work 

By applying existing interaction mechanisms to an otherwise traditional task, this work 

was able to attract new users and involve them with multimedia content evaluation. The 

proposed approach focused on providing new interactive features to an existing sce-

nario, while seamlessly providing feedback for multimedia content that would be used 

for specific purposes. All of this was achieved without the use of any particularly com-

plex or expensive hardware and relying on currently available Software Development 

Kits, adapted to the required goals within this specific project. 

Integrating Intel RealSense technology on this work opened up a wide range of 

opportunities for tracking purposes, such as the hand tracking used throughout this ap-

plication. With the use of this technology, we were able to introduce gesture recognition 

and deploy a well though interaction scheme that was both natural and easily remem-

bered by users. Gestures such as thumbs up, swiping or tapping are common to many 

other current day applications such as gaming or interactive TV sets. Using them on this 

work allowed us to take a common knowledge base, already established between users, 

and apply it to another context with vastly different goals. 

Content evaluation is an often overlooked task, but its importance within com-

mercial multimedia solutions grows every day. While new products showcase their 

technical advances and improved user features, the general public focuses on available 

content and whether or not they should subscribe to a given service. Based on this de-

mand, content evaluation is an important tool to understand user preferences and deter-

mine if the content choices which have been made meet the user´s expectations. 

By integrating the technological aspect with content evaluation purposes, the Mul-

timedia Content Evaluation Application was able to combine both worlds and deliver a 

useful and interesting tool, which can be deployed with relatively small effort on wide 

variety of scenarios. The tests completed at INESC TEC confirmed the actual concept 

of this solution and presented new challenges for the road ahead. Modifications and 

suggestions will be taken into consideration and thoughtfully implemented in the fu-

ture, while retaining the overall concept which was approved by the vast majority of 

users. The next step in the development of the Multimedia Content Evaluation Appli-

cation will focus on its integration in an overall solution, designed for adaptable 3D 

multi-view content streaming, where it will be used to select the most appropriate con-

tent. This will allow us to provide the most immersive experience possible to the users. 
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Abstract. The aim of coreference resolution is to automatically determine all
linguistic expressions presented in a piece of text that refer to the same entity.
In this article, we present a preliminary approach to coreference resolution from
text written in Portuguese based on the mention-pair model. We also report on the
impact that different methods to create the training set from a manually annotated
corpus have on the performance of the system. Given the dataset used in our
experiments and from the critical analysis of the obtained results, we conclude
that semantic-based features will be required to improve the results presented by
the system, different methods to create the training set have an high impact in the
quality of the obtained results and, that the results presented in this article can
be improved if an annotated corpus containing a significantly higher number of
annotations is available.

Keywords: Natural language processing, machine learning, coreference resolu-
tion

1 Introduction

Coreference resolution is a natural language processing (NLP) task that aims to auto-
matically determine all linguistic expressions presented in a piece of text that refer to
the same entity. A natural language expression used to perform a reference is called a
referring expression (or mention), while the entity that is being referred is called the
referent (e.g. person, company, real-world event).

Automatic recognition of coreferring expressions for entities and events has been
well recognized in the natural language processing community as an important step in
order to understand natural language, with high impact in several sub-tasks that are cur-
rently being addressed by the community. Coreferences are typically associated with
natural language ambiguity present in text documents, and are commonly reported as
one of the major sources of errors in several NLP sub-tasks. The use of coreferences
is prevalent in natural language texts, and occurs in varied ways; oftentimes different
coreferences to a same entity are found in a single text. It is well known that writers tend
to avoid repetition of words, making use of different referring expressions, and tend to
omit implicit knowledge (assuming that it is commonsense), with the aim of obtaining
a more fluent reading experience and capture the reader attention. Instead, they often
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appeal to the knowledge about the world and inferring capabilities they assume the tar-
get reading audience has, to convey information about the world. These assumptions
turn out to pose very difficult challenges to computational systems aiming to automat-
ically process and reason about information expressed in natural language texts. As an
example of the task that we aim to address in this work, consider the following passage
(extracted from Jurafsky and Martin [9]):

“Victoria Chen, Chief Financial Officer of Megabucks Banking Corp since 2004,
saw her pay jump 20%, to $1.3 million, as the 37-year-old also became the Denver-
-based financial-services company’s president. It has been ten years since she
came to Megabucks from rival Lotsabucks.”

In this passage, each underlined pieces of text are used by the author to denote one
entity in particular (i.e. the person named “Victoria Chen”). We refer the use of these
linguistic expressions, like “her” or “Victoria Chen” that are being used in the text to
denote an entity as referring expressions. The set of referential expressions that can
be found in natural language is quite rich indeed, where referential phenomena can be
used to express new or given information. Different types of coreferences were identi-
fied and are extensively studied in linguistics. The classification between different types
of coreferences can be made taking into consideration at least the following dimensions:
(a) Positional view: taking into account the relative position in which the referring ex-
pression occurs within the text and the corresponding referent; and (b) Syntactic view:
taking into account the syntactic function of the referring expression.

In terms of to the positional view we can classify a coreference as:

– Endophora: the referring expression refers to a referent that is explicitly present in
the text:
– Anaphora: the referent was previously introduced in the discourse (a typical ex-
ample is the use of pronouns, such as “she” or “her”, as referring expressions);
– Cataphora: the referent is presented after the occurrence of the corresponding
referring expression (e.g. the pronoun “he” in the following excerpt: “When he
arrived home, John went to sleep.”)

– Exophora: the referring expression refers to a referent that is not explicitly pre-
sented in the text (e.g. “That chair is broken.”)

Referring expressions can also be classified in different types taking into account their
syntactic role in a sentence. Based on the classification provided in [9], we can classify
referring expressions into the following types: Proper nouns (e.g. John), Pronouns (e.g.
he), Definite noun phrase (e.g. the president), Indefinite noun phrase (e.g. a man I know)
and, Demonstratives (e.g. this man or that man).

A coreference chain (also denoted as entity) is a group (or cluster) of referring ex-
pressions that refer to the same referent (i.e. linguistic expressions that corefer). Thus, a
coreference chain is associated to an entity and is formed by all mentions in a discourse
that refer to this entity [13].

For the passage previously presented, the complete set of possible coreference chains
is the following:
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1. {“Victoria Chen”, “Chief Financial Officer of Megabucks Banking Corp”, “her”,
“the 37-year-old”, “the Denver-based financial-services company’s president”,
“She”};

2. {“Megabucks Banking Corp”, “the Denver-based financial-services company”,
“Megabucks”};

3. {“her pay”};
4. {“Lotsabucks”}.

Given a text document as input, the goal of a coreference resolution system is to de-
termine all the coreference chains presented in the natural language text. Indeed, the
task of coreference resolution corresponds to a very important pre-processing step for
several NLP subtasks that require natural language understanding, such as document
summarization, question answering, information extraction, and argumentation min-
ing. By automatically detecting coreferences in a given text document and being able to
aggregate different mentions in the same coreference chain, we are able to disambiguate
some of the meaning of the text and, therefore, contribute to a better understanding of
the text.

This paper is structured as follows: Section 2 presents some of the related work on
coreference resolution, focusing on text written in the Portuguese language. Section 3
introduces the corpus that we have used in our experiments to validate the approach
presented in this work. Then, in Section 4 we describe the methods that were used to
address the task of coreference resolution from text. Section 5 presents the results ob-
tained by the system described in this work. Finally, Section 6 concludes and points to
directions of future work.

2 Related Work

General and complete coreference resolution systems receive as input text written in
natural language and return as output the set of coreference chains present in the text.
Typically, this process is divided in three main components (as defined in [13] and de-
picted in Figure 1): mention detection, characterization of mentions, and resolution.

The first component of the coreference resolution process is the detection of men-

Fig. 1. General Coreference Resolution System Architecture (Sapena et al. [13])

tions from text written in natural language, also known as Named Entity Recognition
(NER) in the NLP community. The aim of this component is to find the exact bound-
aries of each mention (i.e. referring expressions) present in the text document.
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In the characterization of mentions step, identified referring expressions are char-
acterized with all the available knowledge about them and their possible relations with
other mentions. This component is very dependent on the approach being followed and
may involve the extraction of lexical, syntactic, structural and semantic knowledge of
each referring expression and/or set of referring expressions.

In the literature several paradigms to address the task of coreference resolution have
been explored: rule-based, heuristic-based (e.g. based on the centering theory of the dis-
course [8, 15]), based on constraints satisfaction (e.g. [12]) and machine learning. Since
in this article we aim to address the task of coreference resolution using a machine
learning paradigm, the remaining of this section will focus on related work following
the machine learning paradigm.

The models found in the state-of-the-art for machine learning approaches to coref-
erence resolution can be divided in: mention-pair models, mention-ranking models and
entity-mention models.

Classifiers based on the mention-pair model are trained to learn whether two refer-
ring expressions (or mentions) corefer or not. Therefore, in this model the coreference
classification task is typically formulated as a binary classification problem: for each
mention pair the classifier returns the target class (CO or NC). Taking into considera-
tion the approach followed in the mention-pair model, the feature vector extracted for
each pair of referring expressions should represent the relation between the two refer-
ring expressions (characterization of mentions component).

Mention-raking models are trained to learn if two referring expressions corefer or
not (similarly to the mention-pair model), but for each candidate pair of referring ex-
pressions the classifier takes into account the entire candidate set modeled in the form
of conditional probability [2].

Finally, Entity-mention models formulate the problem of coreference resolution as
a clustering problem, in which the classifier aims to group together all the mentions
referring to a particular entity in a single cluster.

In [6], Garcia et al. proposes a coreference resolution approach that is tailored for
entities of the type person, entitled Link-People. The corpus used in their experiments
was built by the authors [7]. Their model combines a multi-pass architecture and a set
of constraints and rules. Some sets of rules are specific to deal with pronouns, anaphora
and cataphora for person entities. They mention that their results could be improved if
the model was able to detect semantic relations like synonymy, hyponymy and hyper-
onymy.

Coreixas [1] proposes a coreference resolution system for Brazilian-Portuguese
based on a machine learning approach and focusing on semantic categories of named
entities, such as Person, Organization, Event and Other. Resources used include the
HAREM corpus [5] for semantic categories, the PALAVRAS parser and the Summ-it
corpus [3] for coreference resolution. Coreixas showed that the approach using seman-
tic categories of entities provided improvements in terms of performance to determine
whether a pair is coreferent or not comparing to a baseline approach without semantic
information. Also, Coreixas emphasizes the importance of world knowledge for this
line of work, since some semantic categories such as Event and Organization did not
show satisfactory results.
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Finally, Fonseca et al. [4] proposes a supervised machine learning system to address
coreference resolution for text written in Portuguese-Brazilian language following the
mention-pair model.

3 Data

In order to successfully apply supervised machine learning algorithms, a set of labeled
data (corpus) is crucial. Therefore, the availability of a collection of annotated docu-
ments (corpus) with coreference chains occurring in natural language textual resources
written in Portuguese is an important requirement in order to address the task of coref-
erence resolution for Portuguese.

To the best of our knowledge, current available corpora annotated with referring
expressions and coreference chains from text written in the Portuguese language are
the following: (a) Garcia et al. corpus [7]: contains 91 journalistic documents with ap-
proximately 34000 tokens and 6 encyclopedia documents with approximately 17000
tokens. The coreferential annotations were manually made by two linguists following
the SemEval 2010 Task format. These annotations are restricted to persons and pro-
nouns. Specifically for the Portuguese language, this corpus contains texts from Portu-
gal, Brazil, Mozambique and Angola. The authors claim that having annotations from
text documents extracted from different Portuguese language dialects is beneficial re-
garding the orthographic agreement changes that are being done to the Portuguese lan-
guage; (b) HAREM corpus [5]: contains manually annotated named entities distributed
in ten semantic categories. Relations between these entities have also been manually an-
notated in four types: identity, inclusion, placement and other. However, since HAREM
refers only to named entities, other noun phrases referring to the entities (e.g. “the
president”) are not annotated in this corpus. It contains approximately 887 coreference
chains annotated from 129 documents written in the Portuguese language. However, a
detailed analysis of the annotations related to the relations between referring entities
contained in the HAREM corpus showed that some of these relations were annotated
considering semantic relations between the named entities instead of coreference rela-
tions as described in previous sections of this article and; (c) Summ-it++ corpus [3]:
consists of fifty journalistic articles from the Science section of the Brazilian news-
paper entitled “Folha de São Paulo”. The corpus contains a total of 560 coreference
chains (manually annotated) with an average of 3 referring expressions in each coref-
erence chain. The largest chain contains 16 referring expressions. These annotations
were obtained from newspaper articles written in the Portuguese (Brazilian) language,
with approximately 20000 tokens in total. The annotation of coreferences follows the
SemEval style: the coreference relations are shown in the last column in a numerical
bracketed format, in which every referent has an unique ID number and every referring
expression is marked with the ID of the referent it refers to.

We have used the Summ-it++ corpus to validate the approach described in Sec-
tion 4. Even though this corpus corresponds to the linguistic resource containing the
lowest number of text documents annotated for this task, it appears to be the corpus (for
the Portuguese language) that has the most reliable annotations, according to a manual
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analysis.
The Summ-it++ corpus follows the typical annotation format used in corpora pro-

vided in previous editions of the NLP challenges SemEval and CoNLL related to the
task of coreference resolution, in which each data instance corresponds to a complete
text document (e.g. a complete news article) that was annotated and presented in the
corpus in a tabular format, where each line corresponds to the tokens extracted from the
text and each column corresponds to the annotations that were made at the token level.
Specifically in the case of the Summ-it++ corpus, the annotation file is structured in
the following format: (a) each line contains one of the tokens extracted from the orig-
inal text, and (b) each column contains information related to each token, namely: the
word lemma, part-of-speech tagging, gender, number, head word indicator, semantic
category (comprising the semantic classes of Abstraction, Event, Organization, Other,
Person, Place, Thing, Time, Value, and Work), relation descriptor between a pair of
named entities, and coreference indicator. In addition, since the exact boundaries of
each referring expression are already provided in the annotation file, this corpus pro-
vides the necessary resources to focus on the resolution component and assume that the
expected output of the mention detection component is given as input.

4 Method

To address the task of coreference resolution from natural language text written in the
Portuguese language we aim to employ supervised machine learning techniques. In
previous related work, these techniques have shown promising results. From the general
coreference resolution system introduced in Section 2, we assume that the output of the
mention detection component is given as input and focus our attention on techniques
and methods for the characterization of mentions and resolution components. Thus,
given a set of mentions extracted from a text document, M = {m1,m2, ...,mn} where n
corresponds to the number of mentions present in the text document, we aim to address
the task of generating all possible coreference chains, where each coreference chain
aggregates all the mentions mi ∈M that refer to one and only one entity.

In the first approach to this challenging task we follow the mention-pair model
(described in Section 2). Even aware of some limitations of this model, we argue that
given the current lack of large scale and high quality annotated corpus for the task of
coreference resolution in Portuguese this is the most adequate model to address this
task since we can provide more training instances to the supervised machine learning
classifiers. Besides this, to the best of our knowledge, the mention-pair model remains
the most widely used model by the community. As a consequence, we can use current
state-of-art work to compare with.

We train classifiers that learn how to classify pairs of mentions as coreferent (CO)
or non-coreferent (NC), formulating the problem of coreference resolution as a binary
classification problem.

The mention-pair model can be divided in three steps, namely: training set creation,
mention-pair classification and coreference chains generation. In the remainder of this
section, a detailed description of each of these steps is presented.
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4.1 Training set creation

To transform the annotations available in the Summ-it++ corpus into a set of training
instances suitable for the learning process, we need to develop methods that take into
consideration the approach that will be used in the following steps of the process. Since
we approach the task of coreference resolution following the mention-pair model, we
need to transform annotations of coreference chains into a pairwise combination of
referring expressions indicating whether the pair of referring expressions is coreferent
(CO label) or not (NC label) in the original text document according to the annotation
provided in the Summ-it++ corpus.

To generate training instances following the mention-pair model, we explored the
following methods:

– Closest antecedent: given a mention m j, a positive example 〈mi,m j,CO〉 is gener-
ated with m j and its closest preceding antecedent mi; a set of negative examples
〈mk,m j,NC〉 is generated with m j and any other antecedent mk occurring between
mi and m j. This method of negative instance selection is further explained in more
detail in Soon et al. [14].

– Most confident antecedent: given a mention m j, a positive example 〈mi,m j, CO〉
is generated with m j and (a) its closest non-pronomial antecedent mi, if m j is non-
pronomial, or (b) its closest preceding antecedent mi, otherwise; a set of negative
examples 〈mk,m j,NC〉 is generated similarly to the closest antecedent method. This
method described in more detail in Ng and Cardie [10].

– All antecedents: a set of positive examples 〈mi,m j,CO〉 is generated with any pair
mi and m j annotated in the same coreference chain; a set of negative examples
〈mi,m j,NC〉 are generated from the rest of mention pairs.

– Balanced: this method is similar to the closest antecedent method, but instead of
generating a negative example 〈mk,m j,NC〉 for each antecedent mk occurring be-
tween mi and m j, it generates only up to two negative examples with the antecedents
of m j occurring closer to the mention mi (i.e. {〈mi+1,m j,NC〉,〈mi+2,m j,NC〉}).
This method was conceived to generate a training set containing a balanced number
of coreferent (CO) and non-coreferent (NC) training instances. By only consider-
ing as negative examples the mention pairs occurring more closely to the positive
example, we provide to the classifier the most relevant training examples for the
task being tackled: we aim that the classifier learns to distinguish coreferent pairs
from non-coreferent pairs and, therefore, this distinction is critical for neighboring
pairs;

Several experiments were made to determine the impact that different training-set cre-
ation methods have on the performance of the system proposed in this paper to address
the task of coreference resolution. In Section 5 the obtained results are presented.

4.2 Mention-pair classification

In this paper, we formulated the problem of coreference resolution (given a set of re-
ferring expressions previously extracted from the original text document) as a binary
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classification problem: we aim to classify each mention-pair as coreferent (CO) or non-
coreferent (NC).

In order to apply machine learning algorithms it is necessary to represent the train-
ing instances by a set of numerical features. A good set of features should represent the
training instances in such a way that would make it possible for the machine learning al-
gorithms to find patterns in the data which can be used to classify instances according to
the desired target labels. Following the mention-pair model for the task of coreference
resolution, the feature set should take into account that the training instances correspond
to mention-pairs and, therefore, should not only represent each mention with the rele-
vant characteristics but also the relation between the pair of mentions. Based on some
of the work presented in Section 2, in particular the work of Soon et al. [14] and Ng
and Cardie [10], we represent each mention-pair with the following set of features:

– Exact string match: if, after removing determiners, prepositions and punctuation
marks, the content words of mi match the content words of m j, return 1; else return
0;

– Substring match: if, after removing determiners, prepositions and punctuation marks,
the intersection between the content words in mi and m j is not empty, return 1; else
return 0;

– Pronoun 1: If mi is a pronoun return 1; else return 0;
– Pronoun 2: If m j is a pronoun return 1; else return 0;
– Definite 2: If m j starts with the word-lemma “o” or “de”;
– Demonstrative 2: If m j starts with a demonstrative word-lemma return 1; else re-

turn 0;
– Number: If mi and m j agree in number, return 2; If they disagree, return 1; If the

number information for one or both mentions cannot be determined, return 0;
– Gender: If mi and m j agree in gender, return 2; If they disagree, return 1; If the

gender information for one or both mentions cannot be determined, return 0;
– Both Proper Nouns: If mi and m j are both proper nouns, return 2; If exactly one of

the mentions is proper noun, return 1; else return 0;
– Appositive: If mi and m j are in an appositive relationship, return 1; else return 0;
– Number of sentences: Absolute distance between mi and m j in terms of the number

of sentences;
– Number of Referring Expressions: Number of mentions between mi and m j.

Based on the algorithms that obtained good results for the task of coreference reso-
lution following the mention-pair model, as reported in Section 2, we made experi-
ments with the following supervised machine learning algorithms: Decision Tree, SVM,
Naı̈ve bayes, AdaBoost and Stochastic Gradient Descendent algorithm. All the machine
learning algorithms previously mentioned were implemented using the library scikit-
learn [11] for the Python programming language. Then, we provide the set of features
previously presented to a classifier, which learns from the the training set generated by
one the methods described in Section 4.1 to classify each pair of mentions as Corefer-
ent (CO) or Non-Coreferent (NC). Next, in Section 4.3, methods to generate the final
output of the coreference resolution system, the coreference chains, are presented.
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4.3 Coreference chains generation

In this step of the mention-pair model, the system receives as input: (a) the complete set
of mentions, M = {m1,m2, ...,mn} from the annotation file and (b) the classifier trained
on the training set generated by one of the methods presented in Section 4.1 and us-
ing the feature set and one of the supervised machine learning algorithms mentioned in
Section 4.2. As output, in the coreference chains generation step, we aim to automati-
cally generate the set of mentions M clustered in the corresponding coreference chains,
where each coreference chain represents one entity that is referred in the text by all the
mentions contained in the cluster.

To generate the training instances, we processed the text from left to right and, for
each active mention we generated mention-pairs from right to left. As a consequence,
we must consider that a classifier trained following this approach is biased to learn
how to classify each pair of mentions in this setting and, therefore, the set of instances
that we aim to generate predictions from the classifier should be presented following
a similar procedure (even noticing that all the classifiers described in this article are
deterministic and do not take into account the sequence of labellings). Based on the
approach described by Soon et al. [14], we employ the closest-first strategy to generate
the coreference chains: for each mention m j a mention-pair test instance is created, in
turn, with each preceding mention mi and is presented to the coreference classifier. For
each pair the classifier returns the predicted label indicating whether the pair of men-
tions are Coreferent (CO) or Non-Coreferent (NC). This procedure terminates as soon
as an antecedent is found for m j or the beginning of the text is reached. This process is
repeated for each mention occurring in the text. In the end, some of the mentions are
connected pairwise and, possibly, some of them are not connected to any other mention.
Then, a cluster is created for each set of connected mentions (representing one corefer-
ence chain) and the mentions that are not connected to any other mention constitute one
cluster (creating a coreference chain that contains only one mention). In the end of this
process, we obtain the set of coreference chains predicted by the mention-pair model.

5 Results

The results presented in this section were obtained using the mention-pair model (de-
scribed in Section 4) and using the annotations available in the Summ-it++ corpus
(described in Section 3).

The best overall results in the baseline scenario, in which the dataset was created
using the Closest antecedent method, were obtained with the AdaBoost algorithm us-
ing Decision Trees as weak classifiers. Therefore, we selected this supervised machine
learning algorithm for all the experiments reported in this article. Furthermore, the set
of features used to obtain these results remains unchanged throughout the experiments
presented in this section, corresponding to the complete set of features presented in
Section 4.2. Since we aim to study how different strategies used to generate training
instances for the mention-pair model may influence the results that are obtained by the
system, it is mandatory to keep all the remaining variables of the experimental setup
unchanged throughout the experiments in order to obtain results that are scientifically
valid.
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Number of
CO Pairs

Number of
NC pairs

Avg.
precision

Avg.
recall

Avg.
f1-score

All antecedents 3320 38759 0.72 0.20 0.31
Closest Antecedent 1273 8701 0.86 0.25 0.39

Most Confident 1267 8880 0.84 0.27 0.40
Balanced 2871 4351 0.64 0.41 0.50

Table 1. Mention-pair classifier CO label scores

Number of
CO Pairs

Number of
NC pairs

Avg.
precision

Avg.
recall

Avg.
f1-score

All antecedents 3320 38759 0.94 0.99 0.96
Closest Antecedent 1273 8701 0.90 0.99 0.96

Most Confident 1267 8880 0.90 0.99 0.96
Balanced 2871 4351 0.69 0.85 0.76

Table 2. Mention-pair classifier NC label scores

The results depicted in Table 1 and Table 2 were obtained in a ten-fold cross-
validation scenario. For every type of label and for the overall performance measure,
the precision, recall and f1-score were used as evaluation metrics. These metrics are
commonly used in classification systems to evaluate their performance.

We obtained better overall results when creating the training set using the method
All Antecedents, which we associate with the higher number of training instances that
were created with this method. However, as shown in Table 1 the dataset is very un-
balanced and the performance scores for the label CO are relatively low. To overcome
this problem, we made several experiments aiming to increase the performance of the
algorithm for CO mention-pairs. From Table 1, we conclude that methods that create a
training set with a balanced number of CO and NC mention-pairs improve the overall
performance of the system in the classification of CO pairs. However, the overall per-
formance of the system decreases, specially the classification of NC pairs (Table 2), as
the number of training instances decreases.

From the results presented in this section, we conclude that increasing the size of
the training set can improve the overall performance of the system and, that different
methods to create training sets for the mention-pair model can have a significant impact
in the quality of the predictions made by the system (i.e. performance of the system for
CO mention-pairs).

From the critical analysis of the results presented by the system, we observed that
exploring semantic-based features (e.g. synonyms, hyperonyms, hyponyms, word em-
beddings) can improve the performance of the system when the mention-pairs are noun
phrases. Furthermore, we noticed that the system has low performance to detect coref-
erence in the presence of pronouns.

In future work, we aim to improve the results presented in this section exploring
semantic-based features and, addressing the problem of pronominalization.
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6 Conclusions

In this article, we described a preliminary approach to address the problem of corefer-
ence resolution from text written in the Portuguese language. We addressed this prob-
lem using the mention-pair model and exploring features at the lexical, morphological,
syntactic and structural level. In addition, we explored different methods to generate the
training set from an annotated corpus. The critical analysis of the experimental results
presented in this article demonstrates the difficulty of the task, particularly when the cor-
pus used in our experiments contains a relatively low number of annotations. In future
work, we expect to improve the results presented in this article using a more sophisti-
cated set of features (for instance, semantic-level features), addressing the problem of
pronominalization and, exploring different approaches to address the task of corefer-
ence resolution in Portuguese (e.g. entity-based models).
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Abstract. This work describes a methodological approach to predict the Age of 

Onset of Patients diagnosed with Transthyretin Familial Amyloid Polyneuropa-

thy (TTR-FAP). The learning methodology consisted of a supervised learning 

model, with a 10-fold cross validation method. The modelling approaches used 

were Classification and Regression. The traditional algorithms used with each of 

these approaches were Decision Trees, SVM and Random Forests. The results 

achieved show that for the Classification approach there is a better accuracy in 

the Decision Trees with 85% of accurately classified records. In the case of the 

Regression Models we achieved better results with Random Forests, with an ab-

solute error of 3 years on average. This work is important as it can assist in re-

framing of the appointment scheduling process as we can use the models with 

better results to produce predictions for the Age of Onset of Asymptomatic Pa-

tients. These values will in due time be evaluated by the medical professionals. 

Keywords: Supervised Learning Methodologies, Classification Models, Re-

gression Models, SVM, Decision Trees, Random Forests, Integration. 

1 Introduction 

Amyloid Neuropathies are severe, progressive and life-threatening diseases that are 

characterized by sensory, motor and autonomic neuropathies [1]. Neuropathy is gener-

ally a disease that damages or affects a patient’s nerves, thus impairing movement, or-

gan function and heat sensation. 

Clinically, TTR-FAP manifests itself as a progressive and irreversible disease that 

impairs sensory and autonomic movements [2]. A positive patient is categorized into 

one of three stages [2]:  

 I (sensory polyneuropathy): where the patients suffer from sensory impairment, 

which starts of the lower members and progresses to every member of the body; 
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 II (progressive walking disability): when patients start showing difficulties in walk-

ing and start using crunches or a second person to assist them;  

 III (wheelchair bound or bedridden): when patients lose all their ability of walking 

and are confined to a wheelchair or to a bed.  

First cases of this disease were described in Northern Portugal, in 1952, [2] by Pro-

fessor Dr. Mário Corino de Andrade. Since then several cases were diagnosed in: Swe-

den, France, Italy, Spain/ Majorca, Bulgaria, Germany, Netherlands, Cyprus and Tur-

key [2], with Portugal having the largest focus of Patients in the world with the 

ValMet30 genetic variant.  

1.1. The importance of predicting the Age of Onset  

Age of onset is a medical term referring to the age on which a patient first acquires, 

develops or experiments the first symptoms of a disease. A factor that can greatly im-

pact the evolution of the disease is related with a “as soon as possible” effective diag-

nosis of the disease. So, in the cases when the patients arrive at a diagnosis center prior 

to the start of the first symptoms it is highly important to define models that can accu-

rately define their expected age of onset.  

1.2. Work Contribution and Paper Organization 

Our work compares typical Regression approaches with a transformed Classification 

view of a medical problem. By transformed we mean that the target variable is prepro-

cessed to represent interval values (in our results, each class represents 4 years of pa-

tients age of onset). Besides this approach which we consider to be a valuable scientific 

contribution, our work also represents a step forward by the systematic generation of 

different features engineered by the integration of familiar network data with specific 

patients’ events. This type of data, as far as we know it, isn’t referenced in any work 

that gives an insight as to the age of onset of specific diseases. The most approximate 

reference that we could find is in [3] where the authors use several features engineered 

from hierarchical datasets to reveal lifespan patterns in human population. 

This paper is organized as follows: in section 1 we define an introduction to the field 

of research; in section 2 we define our feature engineering process and give some in-

sights into the dataset used; in section 3 we define our experimental working environ-

ment, the experiments made and the results; in section 4 we define previous work re-

lated with this paper; in section 5 we state our main conclusions related with this work; 

and in section 6 we define the guidelines for future work in this field. 

2 Data Analysis and Feature Engineering 

2.1. Dataset 

This work is based on datasets created by the integration of disparate sources of infor-

mation managed by Unidade Doutor Corino de Andrade (UCA), of Centro Hospitalar 
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do Porto (Chporto). These files are: Patients Hierarchical Family Structure, Patients 

Personal Information and Patients Exams Information. The Patients Hierarchical Fam-

ily Structure was compiled by exporting Cyrillic datasets into Gedcom format, which 

is a specific Genealogy data exchange format [4]. Cyrillic is a program used to design 

a patients’ ancestral pedigree. These files concentrate a great deal of information about 

a patients’ familiar structure (date of birth of patients’ familiar relations; average di-

mension of familiar structure) that isn’t easily available in traditional patient’s elec-

tronic data records (EDR). After the exporting process, we created an ETL framework 

that: retrieves the information in each file and cleans, transforms and normalizes the 

fields necessary to be processed and loaded into the analytical SQLite database. Later, 

the same SQLite database integrates the Patients Personal Information extracted from 

the respective Microsoft Access Database. This database, migrated from early dBase 

files, contains mainly management information (patient’s id, date of insertion in the 

system, date of first appointment) and specific events related with the patients. In the 

last step of the process we extract, transform and load the information related with the 

different Patients Exams Information Database. This file contains records related with 

the exams performed to the patients during the follow up appointments.  

2.2. Data Analysis (Patient Data) 

In Table 1 we have an aggregated view into the distribution of Symptomatic and 

Asymptomatic patients diagnosed at UCA. From the results we can infer that almost 

every patient with the disease has died in the Symptomatic stage. This is due to the fact 

that most patients that are systematically followed in a medical facility have already 

passed by the first symptoms phase. 

Table 1. Total Distribution of Patients‘ Status (patients diagnosed in Unidade Corino de 

Andrade and who allowed for their information to be harvested) 

Symptoms Sex Patients 

Alive Dead 

Symptomatic 

(2846) 

Male (1533) 41.3% (633) 58.7% (900) 

Female (1313) 40% (526) 60% (787) 

Asymptomatic or 

Pre-Symptomatic 

(681) 

Male (238) 95% (225) 5% (13) 

Female (443) 97% (430) 3% (13) 

As stated before, when profiling the records, we took into consideration specific life 

events data. These events are: birth year, death year and patient’s onset year (see Fig. 

1). With them we calculated the variables for: age at onset; current age (for patients that 

haven’t died yet); and age at death. With the distribution plots we state that: most pa-

tients have an age of onset between 30 and 40 years old and they were diagnosed be-

tween 1990 and 2010; most of the patients are between 40 and 60 years old, and were 

born between 1950 and 1970; finally, that most of the patients died around 40 and 60 

years old around 2000 and 2010.  
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Fig. 1. Patients’ Life Events Data Distribution 
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A main aspect visible by the distribution plots relates with the general distribution 

of these variables: they are highly skewed and unbalanced. 

2.3. Summary Statistics Analysis 

Usually, summary statistics help us get a closer look at specific variables distribu-

tion. With the summary statistics available in Table 2 it is visible that: the youngest 

patient in the dataset is 19 years old; the amplitude for the patients’ year of death goes 

from 1941 into 2016; the patients were born over 110 years (from 1887 to 1997); the 

first patient was diagnosed with symptoms in 1925; the amplitude for the year of the 

age of onset is of 90 years (very high number of different values); the date of death has 

1814 missing, unknown or not yet reached values (patients’ that have not died yet); the 

year of age of onset variable has 707 missing, unknown or not yet reached values (these 

patients are known as Asymptomatic Positive Carriers); the youngest patient died when 

he was 24 years old and the oldest died with 91 years old. 

Table 2. Summary Statistics for Patients‘ Continuous Data 

Statistic Year(Date_Birth) Year(Date_Death) Year(Age_Onset) 

Count 3527 1713 2820 

Average 1957.5 1993.27 1999.72 

SD 19.7 14.78 16.8 

Minimum 1887 1941 1925 

25% 1944.5 1985 1980 

50% 1959 1996 1992 

75% 1973 2004 2003 

Maximum 1997 2016 2015 

Statistic Age_Actual Age_Death Age_Onset 

Count 3527 1713 2830 

Average 58.5 47.8 35.7 

SD 19.7 12.12 11.4 

Minimum 19 23 19 

25% 43 39 28 

50% 57 45 32 

75% 71.5 54 40 

Maximum 129 95 82 

2.4. Feature Engineering 

For our methodological approach, and considering the information that we can ex-

tract from the familiar Cyrillic trees, we decided to generate three types of features 

regarding TTR-FAP Patients: Patient Dataset; First Level Family Dataset; and Ex-

panded Family Dataset.  
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For the Patient Dataset (see Table 3) we maintained the variables analyzed before, 

where we focused on specific life events of the patients. This is due to their impact in 

reflecting the main aspects in a patients’ life. After processing this information, we 

evaluated the type of information that we could extract from a First Level Familiar 

Structure and the respective Family Network Files (Table 4). In this case, we consid-

ered the patient’s Siblings and Children. So, we calculated: the number of siblings and 

descendants for either sex, with and without the disease; the average, maximum and 

minimum age at onset of children and siblings, also of either sex; and the average, 

maximum and minimum difference of birth dates for the Patients Siblings.  

Table 3. Patients‘ Features Dataset 

Feature Description 

Sex The sex of the Patient (1 for males and 2 

for females) 

Year of Birth Year of birth of the Patient 

Year of Death Year of death of the Patient 

Year of Onset Year of Patients’ First Symptoms 

Actual Age Patients’ Current Age 

Age of Death Patients’ Age of Death 

Age of Onset Patients’ Age When Diseased 

Year of Onset of Parent Year of Onset of Parent 

Age of Onset of Parent Age of Onset of Parent 

Table 4. First Level Family Features Dataset 

Feature Description 

Number of Sons and Daughters Number of Descendants (by sex) 

Number of Brothers and Sisters Number of Siblings (by sex) 

Number of Sons and Daughters with the 

Disease 

Number of Descendants with the disease 

(by sex) 

Number of Brothers and Sisters with the 

Disease 

Number of Siblings with Disease (by 

sex) 

Avg, Max and Min Age at Onset of 

Brothers and Sisters 

Average, Maximum and Minimum Age 

at Onset of Siblings (by sex) 

Avg, Max and Min Age at Onset of Sons 

and Daughters 

Average, Maximum and Minimum Age 

at Onset of Descendants (by sex) 

Avg, Max and Min difference Years of 

Birth of Brothers and Sisters 

Average, Maximum and Minimum dif-

ference between years of Birth Descend-

ants (by sex) 

Avg, Max and Min difference Years of 

Birth of Descendants 

Average, Maximum and Minimum dif-

ference between years of Birth of De-

scendants (by sex) 

The features related with the Family Network Files are used to account for specific 

correlation between Extended Familiar Families, as some families, for example, have a 
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higher number of generations then others (see Table 5). In this case, we used: the total 

number of patients with the disease, their age of onset difference and the average, max-

imum and minimum age of onset of their respective patients. 

2.5. Data Quality 

During any knowledge data discovery research activity, an important step relates with 

the definition of metrics to help to effectively check for data consistency. In Table 6 

we identify the main types of problems that were dwelt with during the integration 

phase. Also, during this phase, and later during the profiling of the dataset and evalua-

tion of the features related with the difference in years of birth of First Level Families, 

we found an interesting event. Some of the values generated had to be wrong as, for 

example, the difference in years between parents and their descendants has small and 

specific invalid outliers. We state these values as outliers, and as naturally invalid as it 

is impossible to have a difference of age between a parent and his children smaller than 

8 years. To deal with this problem we defined a rule to validate data where if this dif-

ference is below 8 we update the value to 0. We based ourselves on [5], where the 

authors identify the minimum and maximum age of puberty for American Children. 

There, 8 is referenced as the minimum age of puberty for female American Children. 

Table 5. Extended Tree Features 

Feature Description 

Avg, Min and Max Age of Onset of Pa-

tients belonging to each Tree 

Average, Minimum and Maximum Age 

of Onset of Symptomatic Patients  

Difference between the Maximum and 

Minimum Age of Onset 

Difference between the Maximum and 

the Minimum Age of Onset 

Count Patients Number of Positive Patients 

Table 6. Main Data Quality Problems 

System Type of Inconsistency 

Microsoft Access Databases Wrong sex specification 

Incomplete fields 

Cyrillic Hierarchical Structures Wrong sex specification 

Inconsistent Name 

Wrong Year of Birth or Year of Death 

Wrong Patient ID reference 

Invalid reference to dates between hier-

archically referenced individuals 
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3 Methodology, Experimental Context, and Evaluation 

In this work, we used Decision Trees, Support Vector Machines (SVM) and Random 

Forests to define supervised learning models to assess for the Age at Onset of Sympto-

matic Patients with TTR-FAP. This is a supervised learning approach as we will only 

be using data which has the respective values for age of onset. The modelling ap-

proaches are regression and classification based. In the next sections, we will be: defin-

ing the parameters used; identifying the programming packages and respective pro-

gramming language version; explaining the modelling approaches considered; and 

comparing the different models with a set of different error metrics for error evaluation.  

3.1. Developing Environment 

For this work, we used pipelines constructed in Python version 3.5.2. We used Conda 

as a development environment to support the usage of Jupyter Notebooks. Also, the 

main libraries used were: scikit-learn (version 0.18.1); seaborn (version 0.7.1); graph-

viz (version 2.38.0); and pandas (version 0.19.0).  

3.2. Modelling Techniques 

The modelling approach used for all the different algorithms approaches is the same, 

may it be for the Classification or Regression models. In Fig. 2 it is possible to check 

the entire process that is applied to each tuple of the train and test sets.  

The process starts with the extraction of the Records related with the Symptomatic 

Patients. Due to unbalance problems, we used Oversampling to work with the data be-

fore splitting into 10-Fold buckets. This technique is a well-known probabilistic ap-

proach to correct unbalanced datasets. There are other techniques available in Python 

and related with undersampling and hybrid approaches. These techniques weren’t con-

sidered for this work due to its low amount of data. For these models, we won’t be using 

the “Year (Age at Onset)” variable as it has a high correlation with the label variable 

that we are trying to predict (in all our experiments our target variable in the Age of 

Onset). In the case of the Classification Approaches we will be considering bins of 4 

ages length in a total of 20 classes. 

3.3. Experiments 

In Table 7 and Table 8 we have the results of applying Classification and Regression 

Models to several different types of algorithms. There are well known classical ap-

proaches used for supervised learning.  
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Fig. 2. 10-Fold Cross Validation Process Modeling  

In the case of the Decision Tree Classification Experiments we used, in approach A, 

as models parameters: a criterion of ‘entropy’, a tree maximum depth of 10, a minimum 

of value for sample split equal to 4 and minimum value for samples in leaf of 4. Also, 

in the case of approach B, we used as models parameters: a criterion of ‘entropy’, a tree 

maximum depth of 20, a minimum value for sample split of 8 and a minimum sample 

in leaf equal to 8. In the case of SVM Classifiers we used the original parameters set 

by scikit-learn framework. For the Random Forests, we used the same parameters as 

those applied for the Decision Trees, and we used 100 different trees. In all the ap-

proaches we considered a factor of 4 years for each different class to be predict. 

Table 7. Results for comparison of Classification Approaches using Decision Trees, SVM and 

Random Forest 

Algorithm  Metric Classifier (A) Classifier (B) 

Decision Tree Precision 0.85 0.82 

Recall  0.86 0.83 

F1-score 0.86 0.83 

SVM Precision 0.25  

Recall  0.1 

F1-score 0.09 

Random Forest Precision 0.81 0.80 

Recall  0.82 0.80 

F1-score 0.81 0.79 

 

In the case of the Regression Tree Classification Experiments we also used two dif-

ferent approaches. In the case of approach A we have: a criterion of mean squared error, 

a maximum depth of 10, a minimum of sample split equal to 4 and a minimum sample 

value in the leaves of 4. In the case of approach B, we have: a criterion of mean squared 
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error, a tree maximum depth of 20, a minimum value for sample split of 8 and a mini-

mum sample in leaf equal to 8. For the Support Vector Machine algorithm, we main-

tained the original parameters setup provided by scikit-learn framework. When it came 

to the Random Forests algorithm, we used the same values as those referred in the De-

cision Tree, besides using an estimator of 100. So, in total, we conducted 10 experi-

ments. 

Table 8. Results for comparison of Regression Approaches using Decision Trees, SVM and 

Random Forest  

Algorithm  Metric Regression (A) Regression (B) 

Decision Tree MAE 3.5 3.7 

MSE 26.9 31.9 

RMSE 1.6 1.8 

SVM MAE 13.3  

MSE 234.6 

RMSE 4.8 

Random Forest MAE 3.32 3.1 

MSE 24.6 22.7 

RMSE 1.57 1.5 

4 Related Work 

4.1. Statistical Approaches  

To accurately predict the Age at Onset of Neurological Diseases there are specific sta-

tistical approaches that have been widely used over the past decades. The most common 

deals with the usage of Linear Regression Models as these datasets generally have a 

common tendency among their records. This can be checked, for example, in [6] where 

the authors use linear regression algorithms to estimate the age at onset of a patient due 

to parental factors. This procedure was also used by [7].  

4.2. Data Mining and Machine Learning Approaches in Medical Sciences 

During the past few years several different Data Mining and Machine Learning Ap-

proaches have been used to advance the field of Medical Sciences. The scientific com-

munity has seen great innovations coming from this field. Ever since the usage of Ma-

chine Learning techniques to generate new chemical combinations to treat certain dis-

eases, to the usage of Text Mining approaches to extract knowledge from clinical rec-

ords, without forgetting the most recent usage of Machine Learning approaches to sup-

port clinical diagnosis it seems that this is a thriving and active field area.  

Several of the recent works in the field of Medical Data Sciences use network ap-

proaches to assist in the resolution of different medical problems that exist in world. 

For example, in [8], the authors used a phenotypic comorbidity network to understand 
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the structural connections between diseases, while in [9] the authors use familial rela-

tions to predict the risk of a future patient to acquire cancer. 

Although not related with the application of Data Mining and Machine Learning ap-

proaches in the field of medical sciences in [3] the authors use a high number of data 

mining algorithms (OneR, Decision Tree, Naïve-Bayes, Knn, Random Forest, Bag-

ging) to extract knowledge from genealogical trees available online. This is a very val-

uable work as they show the type of features that can be engineered from genealogy 

trees. 

5 Conclusions 

The usage of Data Mining and Machine Learning approaches for helping to ensure 

a better medical assistance to patients with specific medical conditions is starting to 

become an accepted approach in most medical centers. This work defines a modelling 

approach that can help to produce insights into the reuse of information being produced 

in these facilities. However, the quality of the results can be greatly impacted by the 

quality of the data being collected. We believe that the integration of disparate sources 

of information can help to improve the quality of these valuable assets.  

In our work, we used the distribution of onsets of the patients and their familiar net-

work. We believe that this approach can help ensure acceptable results in the cases 

where patients’ ancestors aren’t being monitored by the same hospital facility or when 

they have already passed away. Also, in the cases where there is only information about 

the Symptomatic Phase of the Parents, this approach can give some orientation guide-

lines. To help treatment of these cases our approach combines the results of a patient’s 

family to give some indications about the near future.  

Our results show that Decision Trees produce the best results in the Classification 

approach A (with an average of 85% of correct values classified). In the Regression 

models it is clear that the most accurate model is by far Regression Models approach B 

with an average of 3 years for absolute error. Althought these aren’t specially good 

results, we believe that with further work the values can be improved. In the case of the 

SVM results we acknowledge that the values for the Classification and Regression 

Approaches are high. This fact will be target of further work in the near future as we 

believe that in part this can be due to the usage of the default parameters of the scikit-

learn, and by the not normalization and regularization of the features in the pre-

processing stage.  

In the next section we present some guidelines for the next steps to be conducted. 

6 Future Work 

This work can be expanded with an extended study of the different algorithms available 

at the scikit-learn framework. Some of these algorithms represent specific multiclass 

approaches that should be better suited for our problem and could help improve the 

accuracy of the results presented. Also, the modelling approaches can be redefined so 
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as to acknowledge a different weight for prevision errors in the cases where the previ-

sion is bigger or smaller than the actual one (Classification Approaches). Although we 

are considering interval classes of labels of size 4, we believe that further work can be 

done in analyzing the sensibility of this factor. A more methodological evaluation of 

the feature engineering process can help improve the quality of the models. Other mod-

els may also be developed by the integration of different sources of information (for 

example patients exams). Different approaches of working with missing values can also 

be performed and evaluated (we are naively inputting the value of 0). 
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Abstract. Water utilities systems rely on water consumption forecasting models
to plan for future operations. They use predictive methods to control reservoir and
distribution pressure levels while minimizing costs and maximizing water qual-
ity. This paper proposes a novel method for water consumption forecasting. The
method is based on an ensemble approach, in which individual competing models
are arbitrated by a metalearning layer. The goal of arbitrating individual forecast-
ers is to dynamically combine them according to their aptitude in the input data.
We validate our proposed model for short-term water consumption forecasting
using a real-world water provider. The results from empirical experiments show
that the proposed method is competitive with other methods, including current
state-of-the-art methods used for time series forecasting tasks.

Keywords: Ensemble Methods, Short Term Water Consumption Forecasting,
Metalearning, Time Series, Bias Weighting

1 Introduction

Water utility systems use short-term water consumption – henceforth denoted as STWC
– forecasting techniques to plan their operations in an efficient manner. The optimiza-
tion of the pumping schedule and water treatment strategies enables operation planners
to reduce energy and treatment costs while maximizing the quality of supplied water.

The optimization of operations in water utilities is economically essential. For ex-
ample, San Diego Water Department achieved savings of approximately $800.000 US
dollars on their first year after introducing a water consumption forecasting system in
their short-term planning [10]. In this study we focus on STWC forecasting, predicting
demand levels in a granularity of day. In this context, these daily projections of wa-
ter consumption support decisions concerning the short-term management of the water
supply grid. This paper presents an novel time series model for STCW forecasting. The
proposed method leverages the predictive power of ensemble methods, combining indi-
vidual learning models with different inductive bias using a metalearning strategy. We
explore ways of combining the predictions of forecasters in a dynamic – online – fash-
ion. In time evolving environments the process causing the underlying data is prone to
change over time and the combined model should adapt accordingly.

We use metalearning (e.g. [4]) to analyze the expertise each individual forecaster
across the time series of water consumption. We can then use this meta knowledge to
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dynamically weight the predictions of base learners according to their competence in a
given observation. If we expect a given forecaster to perform poorly in some subset of
the data we render it a low weight in the combination rule. On the other hand, if we are
optimistic about some learner in our ensemble we augment its weight with respect to
the other learners.

The intuition behind our approach is that different learning models may have differ-
ent areas of expertise across the input space. That is, in a given test observation, some
individual learner may be better than the combined model and different individual learn-
ers will be better on different cases. In effect, we can learn about the learning process of
each base-learner. In fact, we hypothesize that the underlying process causing the series
of water consumption follows a recurring pattern due to seasonal factors. Consequently,
we hypothesize that the metalearning layer enables the combined model to better detect
changes between different regimes and quickly adapt itself to the environment.

Our Metalearning strategy follows an Arbitrating scheme ([21] and [13]), in which
we build a meta-learner for each base-learner comprising the ensemble. Each meta-
learner is specifically designed to assess how apt its base counterpart is to make a pre-
diction in a given observation. This is accomplished by analyzing how the error incurred
by a given learning model relates to the characteristics of the data. The meta-features
(feature set in the meta level – e.g. [23]) used to build the meta-learners are the primi-
tive features used to learn the target concept along with some summary statistics which
describe the recent dynamics of the data. At test time, the base-learners are weighted
according to their degree of competence in the input observation, estimated by the pre-
dictions of the meta-learners. Specifically, a meta-learner predicts the loss (e.g. absolute
error) that its base-level associate will incur in some observation.

Our goal is to predict the next value of the series of water consumption. We use
regression models as our base-learners by transforming the water consumption time se-
ries into an Euclidean space using time delay embedding [27]. Furthermore, in order to
augment the information about the data we also use external predictors such as weather
reports. In summary, the contributions of this paper are the following:

– An arbitrated ensemble for STCW forecasting. The ensemble includes a meta-
learning layer based on an arbitrating scheme, used to dynamically combine in-
dividual models;

– We use the Arbitrating strategy to dynamically weight individual models, whereas
typical applications select the most reliable model at each test query.

We start by outlining the related work in Section 2; the methodology is addressed in
Section 3, where we formalize and explain our contributions; the Case Study is briefly
described in Section 4, along with the pre-processing steps and descriptive statistics.
The experiments and respective results are presented and discussed in Section 5. Finally,
the conclusions are produced in Section 6, along with some remarks about future work
and reproducibility of the proposed methods.

2 Related Work

In this paper we focus on ensembles with self-adapting mechanisms to predict STWC,
which is a time series with a numerical outcome. Ensemble methods for numerical
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predictions problems have a vast literature. We refer to the survey written in [18] for a
complete overview on ensemble approaches for these tasks.

Building adaptable models is important in dynamic real-world environments in
which data is constantly changing over time due to several factors, for example, sea-
sonalities. Our proposed method is motivated by the core concepts behind Arbitrating
classifiers ([13], [21]). Arbitrating is an ensemble method used to combine classifiers
according to their expertise on the input data. The expertise of a base-learner is learned
with a corresponding meta-model, which learns the loss of its base counterpart accord-
ing to a set of meta-features. At test time, the classifier with greatest confidence in the
input data-point is selected to make a prediction. The authors reason that each meta-
model holds information about which part of the data its base counterpart works best
and considers when it can make a reliable prediction.

Other forms for dynamically combining models for time series forecasting with
numerical outcome were proposed in the literature. In [24], the authors use Zoomed
Ranking [26] approach to rank and select time series forecasting models. MetaStream
is proposed in [23]. The authors summarise the dynamics of the recent and upcoming
observations in a data stream to either select or combine regression models. In [29]
and [15] presented other two approaches that use the characteristics of time series in a
meta-level to improve the combination of individual forecasters. They use these char-
acteristics to induce several rules to weight or select between different models.

Our approach is different from the existing literature in the sense that we apply an
arbitrating scheme to meta-learn and weight the individual base-learners. To the best
of our knowledge, this is the first application of an Arbitrating scheme for time series
prediction with numerical outcome, particularly STWC forecasting.

2.1 Water Consumption Forecasting

Long-Term Water Consumption Forecasting typically covers a time span from 10 to 20
years. It essentially relates to the system planning of expanding or construction of new
facilities and pipelines [10]. In this paper we focus on STWC Forecasting. Water utili-
ties typically use daily forecasts to optimize system operations regarding water delivery,
water treatment and distribution system pumping.

Several STWC forecasting models have been proposed in the literature. The most
typical approaches rely on regression and time series analysis models (e.g. [17], [16], [25], [32]).
The connectionist approach of Artificial Neural Networks is also of common use, for
example in [9], [33] or [7]. The temporal granularity in these approaches ranges from
hourly to monthly forecasts.

Many approaches also incorporate external features in their methodology, such
as [2] or [3]. These typically include weather information such as temperature and rain-
fall indicators.

3 Short-Term Water Consumption Forecasting

Formally, water consumption forecasting is a particular problem of time series fore-
casting tasks. We start addressing the methodology by presenting the main notation
employed throughout this section:
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Time Series: A time series is a temporal sequence of values Y = {y1,y2, . . . ,yt}, where
yi is the value of Y at time i and t is the length of Y ;

Embedded Time Series: Y K denotes the embedded time series with embedding di-
mension K. We use time delay embedding to represent Y in an Euclidean space with
embedding dimension K, according to [27]. In effect, we generate the following ma-
trix:

Y K =




y1 y2 . . . yK−1 yK
...

...
...

...
...

yi−K+1 yi−K+2 . . . yi−1 yi
...

...
...

...
...

yt−K+1 yt−K+2 . . . yt−1 yt




(1)

Each row denotes an embedding vector vr, ∀ r ∈ {1, . . . , t −K + 1}. Our goal is to
predict the next point in the series, represented by the last column in Matrix 1;

External Predictors: Y ext denotes the set of external predictors computed for each
embedding vector v∈V . These include external information (e.g. weather data) which
helps to model the target concept;

Base-Learners: We denote as M the set of m base-learners comprising the ensemble
S;

Meta-Learners: M j is a meta-learner for M j, with j ∈ {1, ...,m};
Base-Learners Loss: e j

i represents the absolute loss of M j in the observation yi;
Base-Learners weights: w j

i denotes the weights assigned to M j for predicting the
value of yi.

Our methodology for STWC forecasting settles on the three main steps: An offline
(i) training step of M and the online iterative steps: (ii) Meta-learning of M and (iii)
prediction of yt+1 using M which is dynamically weighted according to M.

3.1 Learning M

In the first step we train the learning models M which are then combined to make a pre-
diction. Concretely, each M j,∀ j ∈ {1, ...,m} is individually trained using the available
Y K

tr , the embedded time series combined with the external predictors Y ext . M is com-
posed of individual regression models with different inductive bias. Different models
(e.g. Gaussian Processes and Neural Networks) hold different assumptions regarding
the underlying data. This divergence across base-learners comprising S encourages di-
versity in the ensemble – a fundamental ingredient in the ensemble recipe [5].

3.2 Metalearning M

The metalearning step of our methodology is an online process run at test time. Our
objective in applying this metalearning strategy is to extract the information about the
expertise of each individual model in M across the series of water consumption.

We use a metalearning layer for arbitrating among competing individual learners.
However, instead of selecting the most reliable model (as in [13] and [21]), we use
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the meta-knowledge to weight the base learners according to their expertise in the input
signal.

Formally, each meta-learner M j,∀ j ∈ {1, . . . ,m}, is trained to build a model for
e j = f (X), where f denotes the regression function. X represent the meta-features, i.e.,
the set of features used in the meta-level by the meta-learners in M. X is composed by
the primitive features used by M along with some summary statistics. These statistics
are computed for each each embedding vector and characterize the recent dynamics of
the series as well as its structure.

We conduct this meta regression analysis to understand how the loss of a given base-
learner relates to the different dynamics of the series. In effect, we can explore forms
of capitalizing from these relationships. Specifically, we use the information from e to
dynamically weight the base-learners M.

3.3 Predicting yt+1

When a new observation yt+1 arrives for prediction we combine the predictions of M
with the meta information from M. The arbitrating layer composed by M is able to pre-
dict how well each base learner in M will perform with respect to each other. If M j

predicts that its counterpart M j will make a large error (ê j
t+1) relative to the other base

learners (êl
t+1,∀ l ∈ {1, . . . ,m}\{ j}) then M j will be assigned a small relative weight

in the final prediction. Conversely, if ê j
t+1 is predicted to be small (also with respect

to the loss of other base learners), M j will be important for the upcoming prediction.
Even though the learning models comprising M are trained in a batch way, the models
in M are updated after every test observation. Moreover, the predictions by M are pro-
duced for each test observation, rendering an online nature to our method. Formally, we
measure the weights of each base-learner using the following equation:

w j
t+1 =

er f c(ê j
t+1)

∑i∈M er f c(ê j
t+1)

(2)

where ê j
t+1 is the prediction made by M j for the absolute loss that M j will incur in

yt+1. The function er f c denotes the complementary Gaussian error function which is
formalized as follows:

er f c(x) =
4√
π

∫ ∞

x
e−t2

dt (3)

The final prediction is a weighted average of the predictions made by the base-
learners ŷ j

t+1 with respect to w j
t+1 computed according to Equation 4:

ŷt+1 =
m

∑
j=1

ŷ j
t+1×w j

t+1 (4)

The arbitrating mechanism only stats to function after a period of warm-up of α ob-
servations. The reason for this is to provide robustness to the estimations of the losses e.
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Algorithm 1: Arbitrated Ensemble for Water Consumption Forecasting
Input:
– Water consumption time series Y ;
– External predictors Y ext ;
– embedding dimension K.
/* Learning Step */

Embed Y and attach Y ext → Y K
tr

foreach M j ∈M do
train M j using Y K

tr
end
—————————————————————————————–

/* Metalearning Step */

for all available test observations Yts do
Embed Yts and attach Y ext → Y K

ts
X ← Extract Metafeatures from Y K

ts

foreach M j ∈M do
train M j to model: e j = f (X)

end
end
—————————————————————————————–

/* Predicting new observations */

foreach upcoming observation yt+1 do
Embed yt+1 along with the K−1 most recent observations and attach yext

t+1

Compute predictions ê j
t+1 from models M j ∈M

Compute weights w j
t+1

Compute predictions ŷ j
t+1 from models M j ∈M

Compute final prediction ŷt+1 = ∑m
j=1 ŷ j

t+1 ·w
j
t+1

Add yt+1 to Yts and return to metalearning step
end

Until the number of test observations reaches α , the individual predictions of the base-
learners are simply averaged according to the arithmetic mean. The proposed method-
ology is summarised in Algorithm 1.

4 Case Study

This study was conducted using data from the water distribution grid of the metropolitan
area of Oporto, Portugal, which comprises around 1.7 million inhabitants. The system is
maintained by ADDP [1] (Águas do Douro e Paiva) collecting both water consumption
and pressure levels at several strategical points throughout the network with a temporal
granularity of half an hour. The time span of the collected data ranges from 2012-01-01
to 2016-10-06.
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4.1 Pre-processing

For simplicity we focused our work on a particular delivery point in the main city of
Porto. The dataset is aggregated by day, reaching a total of 1741 observations across the
above-mentioned time-span. The units of the consumption levels are in cubic meters
(m3).

In order to augment the information about the consumption levels we also collected
weather data from a repository [31]. The information includes daily summaries about
the mean and max temperature (in Celsius) and precipitation level (in millimeters) in
the city of Porto. Moreover, we also considered information about special days (sundays
and local holidays) and the mean and standard deviation of the most recent K values as
predictors. These are the external features comprising Y ext .

Pressure levels across the distribution grid presented an inadmissible number of
missing values and for that reason the information about pressure was discarded. Re-
garding water consumption levels, 5 out of the 1741 days had missing entries in the
raw dataset of half an hour granularity. These were handled using a weighted nearest
neighbors imputation technique. The exploratory data analysis carried out is presented
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Fig. 1: Mean and standard deviation of water consumption (m3) by day of the year

in Figures 1 and 2. Figure 1 illustrates the water consumption levels per day of the year
and respective standard deviation. The plot shows the overall daily dynamics and struc-
ture of the time series. In Figure 2 is depicted the daily water consumption by mean
temperature, grouped by days that had any rainfall and days that had not. The LOESS
curves suggest that in rainy days there is a lower water consumption than in days with-

Proceedings of the 12th Doctoral Symposium in Informatics Engineering - DSIE’17

p.155



10000

20000

30000

0 10 20 30
Mean Temperature

W
at

er
 C

on
su

m
pt

io
n

Rain No Yes

Fig. 2: Water consumption (m3) by mean temperature (C), grouped by days that had or
hadn’t any rainfall. LOESS smoothing curves are included.

out rain. Moreover, it also suggests that the daily consumption increases as the mean
temperature increases.

5 Empirical Experiments

This section describes the empirical experiments performed to validate the proposed
method for STWC forecasting. These were designed to address to following research
questions:

Q1: Is it beneficial to weight individual forecasters according to an Arbitrating scheme
for STWC forecasting tasks?;

Q2: How does the performance of the proposed method relates to the performance of
the state-of-the-art methods for STWC forecasting tasks?

The experiments were carried out using performanceEstimation [28] package. The
methods used in the experiments were evaluated using the Root Mean Squared Error
(RMSE) and the Mean Absolute Error (MAE) using a Monte Carlo procedure with
15 repetitions. For each repetition, a random point is picked from the time series. The
previous window comprising 50% of t is used for training and the following window of
20% of t is used for testing.

The metafeatures used by M are the primitive ones, described previously in the Sec-
tion 4.1, together with the following characteristics computed at each embedding vec-
tor: (i) kurtosis, which is a measure of flatness of the data distribution with respect to a
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Gaussian distribution; (ii) skewness, which measures the symmetry of the distribution;
(iii) series trend, calculated according to the ratio between the standard deviation of the
series and the standard deviation of the differenced series; (iv) serial correlation, esti-
mated using a Box-Pierce test statistic; and (v) long-range dependence, using a Hurst
exponent estimation with a wavelet transform. These statistics summarise the overall
structure of the time series of water consumption. For a comprehensive description of
each statistic see [29].

We estimate the optimal embedding dimension (K) using the method of False Near-
est Neighbors [12]. This method analyzes the behavior of the nearest neighbors as we
increase K. According to the authors from [12], with a low sub-optimal K many of
the nearest neighbors will be false. Then, as we increase K and approach an optimal
embedding dimension those false neighbors disappear. K is set to 6 in our experiments.

The α parameter for warm-up of M is 5. Essentially, only after 5 observations does
the arbitrating mechanism start to weight predictions. Until then, all base learners are
averaged with equal weights.

The base-learners M comprising the ensemble are the following: MARS [19], Gen-
eralized Linear Models [6], Random Forest [30], SVM [11], Rule-based regression [14],
Generalized Boosted Regression [22] and Gaussian Processes [11]. Each of the indi-
vidual learners is composed of 3 different parameter settings adding up to 21 learning
models.

We tested two different algorithms as meta-learners: (i) a tree-based model and (ii)
a Gaussian process with a radial basis function kernel.

We compare the proposed method to the following four baselines:

ARIMA: The state-of-the-art ARIMA model, using the function auto.arima from the
forecast R package [8]. This function automatically tunes ARIMA to an optimal pa-
rameter setting;

NN: A feed forward neural network with a single hidden layer. The neural network was
optimized using a grid search procedure using a total of 56 parameter combinations.
The final parameter setting was 20 hidden units and a weight decay of 0.2;

BT: Bagged Trees from [20]. This bagging approach is specifically designed for time
series forecasting tasks – in our experiments we used the reported best performing
variant;

S: This is a variant of the proposed method, but stripped of the metalearning layer. That
is, M is trained in advance and their predictions are simply averaged at run-time using
the arithmetic mean.

The results from the Monte Carlo experiments are reported in Table 1. Besides
the baselines defined above, E.DT and E.GP denote the proposed Ensemble method,
employing a decision tree and a Gaussian process as metalearners, respectively.

Relative to S, our approach is able to overcome its average performance, especially
when using a Gaussian Process as metalearner. Nonetheless, the deviance of experi-
ments are slightly higher in our proposed method for the RMSE. Overall, we conclude
that indeed our metalearning approach is beneficial for our STWC forecasting tasks
(Q1).
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The performance of the proposed methods clearly overcome the performance of the
state-of-the-art methods (ARIMA and NN) as well as other methods for time series
forecasting tasks (BT) – which validates our hypothesis Q2.

In summary, our experiments validate our hypothesis that our proposed method is
able to model the different dynamics of water consumption with a competitive perfor-
mance relative to state-of-the-art methods.

Method RMSE MAE

ARIMA 1653.55±63.72 1199.82±61.80
NN 1805.96±273.60 1304.49±210.43
BT 1684.21±50.90 1220.64±41.24
S 1629.76±58.14 1179.72±60.61
E.DT 1622.47±63.50 1165.52±60.57
E.GP 1608.98±67.83 1162.45±60.19

Table 1: Average results from using RMSE and MAE with a Monte Carlo procedure

6 Conclusions

In this paper we presented a new method for STWC forecasting tasks. We argued that
the planning of operations related STWC is an important topic with economical and so-
cial impact. Our proposed method settles on a metalearning scheme called Arbitrating,
introduced before by [21] and [13]. We extend their ideas to STWC forecasting tasks.

We leverage the Arbitrating strategy to dynamically weight individual models in an
ensemble. We reasoned that the series of water consumption follows a recurring pattern
with different regimes. In effect, our approach allows a fast detection and adaptation to
the different regimes causing the data.

Results from numerical experiments suggest that our metalearning is worthwhile.
Moreover, we empirically demonstrate that the proposed method is competitive with
other state-of-the-art techniques for STWC forecasting tasks, such as Neural Networks
and the classical time series model ARIMA.

Future work includes: (i) generalize the proposed methodology for other time series
forecasting tasks; (ii) Compare the proposed method against a time-dependent combin-
ing heuristic (e.g. recent performance of individual learners).

In the interest of reproducible research our methods are publicly available as an R
package called tsensembler1.
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