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Foreword

The 11th Edition of DSIE − Doctoral Symposium in Informatics Engineering,
an event usually organized by PhD students of the FEUP Doctoral Program in
Informatics Engineering (ProDEI) includes, in the current edition, PhD students
of MAP−tele, the Doctoral Program in Telecommunications at the Universities
of Minho, Aveiro and Porto.

All the synergies brought by different, however closed related Doctoral Pro-
grams, can be seen as an added value to the expected quality of this scientific
meeting.

DSIE meetings have been held since the scholar year 2005/06 and the main
goal has always been to provide a forum for discussion on, and demonstration of,
the practical application of a variety of scientific research issues, particularly in
the context of information technology, computer science, computer engineering
plus, in the current edition, telecommunications. DSIE symposium comes out as
a natural conclusion of mandatory ProDEI course called ”Methodologies for Sci-
entific Research” (MSR) leading to a formal assessment of the students learned
competencies.

The above mentioned specific course (MSR) aims at giving students the op-
portunity to learn the processes, methodologies and best practices related to
scientific research, particularly in the referred areas, as well as to improve their
own capability to produce adequate scientific texts. With a mixed format based
on theoretical lessons on the meaning of a scientific approach to knowledge to-
gether with multidisciplinary seminars and tutorials, the course culminates with
the realization of the DSIE meeting, seen as a kind of laboratory test for the con-
cepts learned by students. In the scope of DSIE, students are expected to play
various roles, such as authors of the submitted articles, members of both scien-
tific and organization committees, as well as reviewers, duly guided by senior
lecturers and professors.

DSIE event is then seen as a ”leitmotif” for the students to be exposed to
all facets of a scientific meeting associated with relevant research activities in
the areas under consideration. Although still at an embryonic stage, and despite
some of the papers still lack of maturity, we already can find some interesting
research work or promising perspectives about future work. At this moment, it is
not yet essential, nor even possible, for most of the students in the first semester
of their PhD, to produce strong and deep research results. However, we hope
that the basic requirements for publishing an acceptable scientific paper have
been fulfilled.

Each year DSIE Proceedings include papers addressing different topics ac-
cording to the current students’ interests, both from Informatics and Telecommu-
nications Engineering. This year, the tendency is on Smart Sensors and Robotics,
Informatics for Health, Data Acquisition & Information Retrieval, Wireless Net-
works and Optical Communications.

The complete DSIE|16 meeting lasts one day with 5 sessions and includes also
one invited talk by an outstanding researcher in Computer Networks security.
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Professors responsible for the current edition of both ProDEI and MAP−tele
Doctoral Programs, are proud to participate in DSIE|16 meeting and would like
to acknowledge all the students who have been deeply involved in the success of
this event that, hopefully, will not only contribute for a better understanding of
the themes that have been addressed during the above referred course, but also
promote the best scientific research methods and the good practices for writing
scientific papers and conveying novel ideas.

February 03, 2016
Porto

Eugénio Oliveira and A. Augusto Sousa (ProDEI)
Ańıbal Ferreira and Henrique Salgado (MAP−tele)
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Foreword − Organization and
Scientific Committees

The organization and scientific committees welcome you to the 11th Edition of
the Doctoral Symposium in Informatics Engineering − DSIE|16. This edition is a
joint effort of both the students of the Doctoral Program in Informatics Engineer-
ing (ProDEI) and the Doctoral Program in Telecommunications (MAP−tele).
The symposium is very relevant for the students, since it provides the opportu-
nity to be involved in all the steps of a scientific conference organization, namely
its conception, preparation, scientific papers writing, evaluation and presenta-
tion. We would like to thank all the Professors that have helped us through
all this process, namely the members of the Steering Committee and the senior
members of the Scientific Committee. We would also like to thank the sponsors,
as well as Pedro Silva and Sandra Reis of the Department of Informatics Engi-
neering of FEUP for their priceless help in all the logistic support. Last but not
least, we want to thank all the participants in DSIE|16.

February 03, 2016
Porto

Bruno Lima, Jaime Silva
(Organization Committee Chairs)
André Pilastri, Orangel Azuaje and Rui Pinto
(Scientific Committee Chairs)
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Invited Speaker

Lúıs Filipe Antunes

Lus Filipe Coelho Antunes, Associate Professor and Chair of the Computer Sci-
ence Department at Faculty of Sciences, University of Porto (FCUP). Director
of the Competence Centre for Cybersecurity and Privacy, University of Oporto.
Senior researcher at INESCTec. Member of the Scientific Council of FCUP and
member of the Council for Electronic Administration at the University of Porto.
Develops research activity in the field of computer security has several scien-
tific publications, successfully guided 5 PhD students and belongs to several
research projects funded by FCT. Has exercised consultancy activity in the area
of computer security for the Ministry of Health and the Portuguese Data Protec-
tion Commission, is accredited by the National Security Cabinet and is expert
at ENISA (European Union Agency for Network and Information Security) in
the area of eID and eGovernment eHealth. Lus Antunes appears regularly on
TV program as information security expert. In 2013 co-founded a spin-off from
the University, called HealthySystems that centers its activity in the area of
information security with a strong focus on auditing, eID and anonymization
techniques. Recently co-founded the University of Porto spin-off Adyta. Adyta
main objective is to promote specialized security solutions tailored to the needs
of sovereign bodies dealing with sensitive or classified information and large
business groups Adyta focuses its activity in the defense field and securing com-
munications through innovative solutions and adjusted to each customer. This
spin-off is the result of several years of collaboration with the Portuguese Na-
tional Security Agency.

Invited Talk:

Cyber−sovereignty: sovereignty in a world without boarders

Abstract: The internet is global by nature and unhindered by physical borders,
network technologies challenge the existing concept of sovereignty, where each
sovereign jurisdiction regulates communication that takes place in its territory.
Bypassing geographical and jurisdictional restraints, the internet is a serious
concern for the traditional notion of sovereignty. In cyberspace it is technically
possible to operate anonymously threatening interconnected targets around the
globe, there is extensive discussion as to whether the concept of borders is rel-
evant to the challenges of cyber security as they define the territory in which
national governments can employ sovereign measures. In this talk we will cover
technological aspects of cyber-sovereignty that should be considered in any na-
tion cyber-security strategy.
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Implementation of Multi-Hop Routing in
Reconfigurable and Adaptive TDMA for Ad Hoc

Networks

Eduardo Nuno Almeida and João Dias

Faculdade de Engenharia da Universidade do Porto, Porto, Portugal
{ee10136, ee10126}@fe.up.pt

Abstract. Small teams of cooperating robots, organized in ad hoc net-
works, are being deployed in many applications, where frequently nodes
are sending live video streams to a remote station. In order to reduce the
end-to-end delay and jitter, an optimization to the Reconfigurable and
Adaptive Time-Division Multiple Access (RATDMA) was proposed, en-
abling multi-hop routing within TDMA time-slots. To complement and
validate the results obtained in the simulation, we propose an imple-
mentation of the optimization in real devices, based on a previous im-
plementation provided by the authors of the original paper, in addition
to a testbed to evaluate the results obtained. The results of this imple-
mentation show a reduction of the end-to-end delay and jitter between
end nodes, thus enabling the transmission of live video streams with
acceptable quality.

Keywords: Wireless networks · Reconfigurable and Adaptive TDMA ·
Multi-hop routing · Video streaming

1 Introduction

Teams of cooperating robots are being used in many applications, such as civil
and military operations [6]. Due to the mobility of the robots, these teams are
organized in small decentralized mesh networks, presenting significant advan-
tages, such as extended range of communications and greater flexibility in its
operation. In some applications, it is necessary for one robot to send multime-
dia content in real-time to another node in the network. One popular example
includes robots sending live video streams of their cameras to a remote operator
conducting the mission [4]. In order for the video streams to have good qual-
ity, the end-to-end delay between the end nodes, as well as the jitter between
consecutive video frames, must be kept at a minimum level. However, due to
the mobility of the robots within the ad hoc network, the links between them
are constantly being changed, which affects the topology of the network and,
consequently, the routes followed by the packets, thereby affecting these metrics
throughout the course of the mission.
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In order to minimize this problem, in [5] a novel Time-Division Multiple Ac-
cess (TDMA) protocol is proposed – Reconfigurable and Adaptive TDMA (RAT-
DMA). This protocol consists in an adaptive TDMA scheduling algorithm, which
is able to automatically reconfigure the TDMA round according to the number
of nodes in a small ad hoc network, in a fully distributed way without requiring
clock synchronization. Using this approach, the probability of collisions between
nodes is minimized, at the cost of a larger end-to-end delay [1]. This work is
further extended in [2], where the authors propose a global synchronization pro-
tocol for RATDMA, while also disseminating the network topology information
among all nodes, using a RF ranging mechanism and without global knowledge,
namely clock synchronization. In [1], a novel approach for multi-hop routing in
ad hoc networks within TDMA slots is proposed. Contrary to traditional TDMA,
where each node only transmits / forwards packets in its own slot (single-hop
per time-slot), in this approach every node in the network can forward received
packets in the time-slot of the node that initiated the transmission. On the other
hand, the routing protocol is based on the Dijkstra’s algorithm, where the net-
work topology is sent within the synchronization messages [2]. This approach
reduces the end-to-end delay in a multi-hop ad hoc network, as proved by the
simulation results, while preserving the benefits of TDMA scheduling algorithm,
hence enabling the streaming of multimedia content between 2 nodes [1].

To complement and validate the results obtained in the simulation, we pro-
pose an implementation of the multi-hop per time-slot optimization in the RAT-
DMA protocol in real devices, based on an previous implementation provided by
the authors of the original paper [1]. This optimization enables a reduction in
both the average end-to-end delay and jitter between consecutive video frames,
which allows the transmission of live video streams in a small ad hoc network
with acceptable video quality. Additionally, in order to validate the implementa-
tion and collect results regarding its performance in real use-case scenarios, an
experimental testbed was also developed.

The remainder of this article is organized as follows. Section 2 describes the
implementation of the optimized protocol. Section 3 presents the implemented
testbed to validate and analyze the performance of the developed protocol. The
analysis of the obtained results is performed in Section 4. Finally, Section 5
concludes the paper and presents future work guidelines.

2 Implementation of RATDMA Multi-Hop per Time-Slot
Optimization

In order to implement the optimization of multi-hop routing within TDMA
time-slots in the RATDMA protocol proposed in [1], we started with a previ-
ous implementation that already contained some adaptations for the multi-hop
scenario, provided by the authors of the original paper [1]. This includes the
constant update of the connectivity matrix, where the update is performed dur-
ing the protocol’s synchronization stage in the beginning of each time-slot. Our
contribution consisted in the implementation of the routing protocol, along with
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the necessary corrections detected in the existing implementation. Both of these
topics will be explored in the following subsections.

The interaction between the RATDMA protocol and both the physical inter-
faces and the application is described in Fig. 1. The protocol creates a virtual
interface TAP that communicates with the application through sockets, and with
the routing protocol through the read() and write() UNIX system calls. Then,
the protocol communicates with the wireless physical interface using raw sockets.
Additionally, the TAP interface shares a direct link with the physical interface
using a set of predefined functions contained in the developed TAP2ETH class.

After this initial configuration, the protocol acquires full control of all traffic
passing through the Wireless Local Area Network (WLAN), processing it and
deciding the interface where the packet should be forwarded to. Packets gen-
erated by and destined to the application are forwarded to the TAP interface,
whereas packets received by the node that should be forwarded to another node
are only processed by the routing protocol.

The following sections present the changes made to the original implementa-
tion, with the objective of finishing the implementation of the solution proposed
in [1].

 

APPLICATION 
TAP 

INTERFACE 

ROUTING 
PROTOCOL 

WLAN 
INTERFACE Sockets 

read() 

  

write() Raw Sockets 

TAP2ETH 

Fig. 1. Internal communication architecture of the implemented protocol.

2.1 Forwarding

In the ad hoc mode, each node must calculate the route of a given packet to its
destination. In order to avoid collisions when using the multi-hop communica-
tion mechanism in the same time-slot, the node must also determine, for each
packet sent, the time interval needed for the packet to reach its final destination.
Therefore, the node can only send a new packet after this time interval, since at
each moment only one packet may be transmitted / forwarded in the entire net-
work. As a consequence, each node must, not only know the next-hop, but also
the total number of hops to reach a given destination. Thus, each node needs
to maintain an updated routing table containing the next-hop for any packet
sent by a given node and destined to another node in the network. As such, this
routing table is a N × N matrix, in which N is the total number of nodes in
the network, built based on the informations collected by each node about the
network topology.

The network topology informations are stored in a N×N connectivity matrix,
which contains a boolean value representing the status of a direct link between
any pair of nodes in the network. In order for the routing protocol to correctly
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update its routing table, this matrix is updated by the RATDMA protocol in
the beginning of each time-slot, after the synchronization between all network
nodes. Using this information, we implemented the Dijkstra’s algorithm, in order
to update the routing table with the shortest path between any pair of nodes
in the network. Therefore, when processing a packet, it is possible to inform the
protocol about the next-hop where the packet should be forwarded to, so that
it can reach its final destination using the shortest path. Another alternative to
solve this routing problem without an auxiliary routing table was also considered.
Instead of running the Dijkstra’s algorithm in the beginning of each time-slot to
build / update the node’s routing table – proactive routing –, for each packet
sent by the node, the Dijkstra’s algorithm is executed to determine the shortest
path to reach the packet’s final destination – reactive routing.

However, since the total number of nodes in the network is generally very
small, we chose the proactive routing approach, due to the low memory usage
by the routing table and a decreased latency when forwarding the packets, as a
result of a simple lookup table instead of the execution time of a full Dijkstra’s
algorithm. Additionally, since the routing table is only recalculated if the con-
nectivity matrix changes, which generally should not occur very often (as such
situation would significantly decrease the performance of the whole protocol),
the overhead of updating the routing table is minimized.

2.2 Multi-hop Communication in the Same Time-slot

To solve the latency problem, the mechanism proposed in [1] indicates that a
given node, when receiving a packet to forward, should use the current time-slot
of the packet’s transmitter node to forward it to the next-hop. In this way, a
packet can be forwarded through multiple hops, using just one time-slot, hence
significantly reducing the end-to-end delay. For this mechanism to be correctly
implemented, when receiving a message to forward, the node needs to know when
the current time-slot began, when will it end and the time interval needed to
reach the packet’s next-hop. Using this information, it is possible to determine if
the node still has sufficient available time in the current time-slot to forward the
packet to the correspondent next-hop, or, if it should be queued and scheduled
to be retransmitted in the node’s own time-slot.

The main challenge in the implementation of this solution consisted in the
determination of the current time-slot at the moment a new packet arrived at
the node. Due to the fact that every node may forward the packet in the current
time-slot or queue it, if the there is not sufficient available time to transmit
it in that time-slot, two cases must be considered. In the first case, when the
received packet was transmitted in the packet’s original transmitter time-slot,
the current time-slot corresponds to the packet’s original transmitter, which
is determined by the source IP address. However, when an intermediate node
transmits a previously queued packet in its own time-slot, there is no available
information in the packet to determine the intermediate’s node, and thus its
time-slot, since the packet’s source IP address corresponds to the original node
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(which remains the same) and the source MAC address is always equal to the
previous node’s address.

One possible solution to solve this problem consists determining the current
time-slot using the informations that are always available to every node, namely
the current time, the initial time of the node’s own time-slot and the duration
of a time-slot. However, this solution does not provide sufficient accuracy and,
hence, reduces the protocol’s efficiency. Therefore, the solution we implemented
consisted in the insertion of a byte in the Ethernet frame, indicating the global
ID (last byte of the IP address) of the node that started the transmission or
retransmission of the given packet, within a given time-slot. This additional field
is, thus, inserted in the frame when it is received by the protocol, originated in
the application, and it is removed when the message reaches its final destination,
before being sent to the application. Hence, the value of this field is only updated
in two situations: i) when the node that originated the message sends it for the
first time and ii) when an intermediate node queues the packet and schedules
it to transmit in the node’s own time-slot. Therefore, this solution solves the
mentioned problem, while maintaining the transparency of the protocol. Using
this extra byte, every node can immediately determine the node that started the
(re)transmission of a given received packet and, therefore, the current time-slot.
Using this information, the node can then determine if the current time-slot still
has sufficient available time to forward the packet or if it should be queued and
scheduled to be retransmitted in the node’s own time-slot.

Determination of the Packet’s Transmission Time: The time interval
needed to transmit a given packet is presented in Eq. (1) [1], where tDIFS rep-
resents the DCF Inter Frame Spacing (DIFS), which is the period of time in
which the node senses if the medium is free, tBackoff is the random backoff time
(applied when the medium is sensed busy), and tPreamble is the preamble of
the frame, which signals the beginning of the frame. With the exception of the
FrameSize, all of the remaining values are constant and were taken from [1],
which correspond to the typical parameters of IEEE 802.11g. Therefore, every
wireless interface was configured to use a fixed bitrate of 11 Mbit/s.

Although the Linux Operating System (OS) internally handles every frame
as an IEEE 802.3 (Ethernet) frame, the OS correctly converts the frame to the
correspondent protocol, depending on the physical interface to which the frame
is sent, immediately before the frame’s transmission. Therefore, the FrameSize
field consists, in addition to the frame’s payload size, to the size of the IEEE
802.11 (Wi-Fi) header, instead of the IEEE 802.3 (Ethernet) header.

tFrame(Frame Size,Bitrate) = tDIFS +tBackoff +tPreamble+
Frame Size× 8

Bitrate
(1)
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3 Testbed

To validate our implementation and collect statistical results regarding its per-
formance in a real scenario and measure the achieved gains, relative to the non-
optimized version of the protocol in these networks, it was also necessary to
design and implement a testbed.

In that sense, 6 PCs running the Debian 7.1 Wheezy OS, equipped with a
IEEE 802.11 (Wi-Fi) wireless card and an IEEE 802.3 (Ethernet) network card
were used. These 6 stations establish between them a wireless ad hoc network
– using the wireless interfaces –, whilst being also connected in a Local Area
Network (LAN) to a switch. Since these PCs have a good-quality link to every
other PC, the network topology was implemented configuring every PC’s firewall
(e.g., IPTables) to only allow direct communication with neighbor PCs. This
was achieved through a bash script, that dynamically blocks all MAC addresses
from non-neighbor PCs and allows only the MAC addresses of neighbor PCs,
according to a specified topology.

3.1 Test Application

In order to evaluate the protocol’s performance in the considered scenarios, a
test application was developed in Java. This application, divided in client (i.e.,
transmitter) and server (i.e., receiver), creates 2 sockets connecting the transmit-
ter to the receiver. One socket is established using the LAN interfaces, whereas
the other socket connects both PCs using the wireless interfaces, which were
previously joined in the same ad hoc network. Since different PCs have different
clocks, in order to improve the accuracy of the hop-to-hop time interval, every
packet exchanged by the nodes is transmitted through the wireless socket, while
simultaneously sending a duplicate of the same packet through the LAN socket.
Since the LAN connections between any pair of PCs uses FastEthernet (100
Mbit/s) interfaces and cables, the transmission time through the LAN socket is
considered to be approximately 0. Therefore, the transmission time of a given
packet is approximately equal to the time when that packet was received in the
LAN socket. On the other hand, the transport protocol used for both sockets is
UDP, since it does not add additional overheads, due to flow-control mechanisms
and retransmissions, which may affect the accuracy of the results obtained.

In every test scenario, the objective of the client is to send an image (i.e.,
a video frame) at a given frequency (i.e., framerate (FR)), in order to simulate
the transmission of a video stream between the client and the server. Since
the transport protocol is UDP, it is the client application’s responsibility to
fragment the image in several smaller packets (if needed), being reconstructed
and reordered by the server application. During the video transmission, the
server application saves the ID of each packet received in the LAN socket and
the respective timestamp in a Hash Table. Another Hash Table saves the IDs
of the packets received with no errors by the wireless socket, along with the
correspondent timestamp. By comparing both tables, it is possible to calculate
relevant metrics to analyze the performance of the protocol, as described in
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Section 3.2. To correctly identify each frame, as well as each composing fragment,
a specific protocol for the exchanged frames was developed for the exchange of
the video frame’s fragments between the client and the server, which consists in
the payload (1495 Bytes), in addition of the video frame ID (2 Bytes) and the
fragment ID (2 Bytes), which is presented in Fig. 2.

 

2 Bytes 2 Bytes 1495 Bytes 

Frame ID Fragment ID Payload 

1499 Bytes 

Fig. 2. Message protocol between the client and server test applications.

3.2 Performance Evaluation Metrics

To evaluate the performance of the protocol, 3 metrics were used.

– Frame’s error rate.

– Packet’s Propagation Delay (PPD): calculated through the difference be-
tween each pair of video frame’s fragment timestamps (TS) received in both
sockets, represented in Eq. (2). This calculation assumes that the server ap-
plication correctly orders the received frames, since the UDP protocol does
not ensure this property.

PPD = TS Frame #iWLAN − TS Frame #iLAN (2)

– Delay between Consecutive Frames (DCF) (i.e., jitter): calculated as the
difference between the timestamps (TS) of consecutive frames received in the
wireless socket relative to the transmitter’s frame-rate (FR). This calculation
is performed after the reconstruction of the entire video frame by the server
application, as represented in Eq. (3). As such, positive values indicate that
the frames arrived later than the theoretically expected, whereas negative
values indicate that the frames arrived earlier than expected.

Using this data, it is also possible to obtain additional metrics, such as the
percentage of video frames received with a delay greater than: i) 2 FPS -
”Bad” quality, ii) 10 FPS - ”Acceptable” quality and iii) 18 FPS - ”Good”
quality (minimum framerate for a fluid video quality perceived by the human
eye) [3].

DCF =
TSFrame #i+1 − TSFrame#i

Transmitter FR
(3)
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3.3 Tests

The tests conducted to evaluate the performance of the implemented protocol
are based on real use-case scenarios, using a TDMA round of 500 ms and a bit-
rate of 11 Mbit/s. Despite transmitting a (simulated) video stream in every test,
these could also be applied to generic multimedia content, since their stream
quality is susceptible to network delays. Moreover, we chose to transmit in every
test a video stream, since this multimedia content has stricter quality limits. The
tests are explained in the following sections.

Test 1 - Performance vs. Number of Hops: The first test’s main objec-
tive is to compare the developed protocol – RATDMA optimized for ad hoc
networks (multi-hop / time-slot) – against the RATDMA without optimization
– single-hop / time-slot. Therefore, a transmitter separated by n hops to the
receiver sends 1000 equal images, which are fragmented in 4 separate fragments,
at a framerate (FR) of 25 Frames Per Second (FPS). This scenario simulates
the transmission of a video stream with a FR greater than the minimum FR
necessary for the human eye not to perceive lag (18 FPS). Two series of tests
will be conducted: one using the optimized and another using the non-optimized
version of the protocol. The results of the tests allow the determination of the
FR received in the server and, thus, the evaluation of the perceived video quality
on the server, for both versions of the protocol.

Test 2 - Performance vs. FR of Transmitter: The objective of the second
test is to evaluate the behavior of the optimized version of the protocol, according
to the FPS used in the transmitter and its distance to the receiver (i.e., number
of hops). In that sense, a transmitter, separated by n hops to the receiver, sends
100 equal images, which are fragmented in 4 packets, at a variable FR of 2, 5,
10 and 25.

Test 3 - Performance vs. Network Load: The third test enables the eval-
uation of the behavior of the optimized version of the protocol according to
the load imposed on the network, that is, the number of clients simultaneously
transmitting. In that sense, n transmitters sending 200 equal images, which are
fragmented in 4 packets, are deployed according to a linear topology.

4 Test Results

After performing the tests described in Section 3, the correspondent results are
analyzed in the following sections. In these analyzes, all presented delays were
measured at the application layer of the OSI reference model. Additionally, each
test was only run once. On the other hand, in almost all tests the frame’s er-
ror rate is approximately 0, as expected, since these tests were performed in a
controlled environment.
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4.1 Test 1 - Performance vs. Number of Hops

Analyzing the results from test 1, presented in Fig. 3, it is possible to verify that
the average delay of the received frames increases with the number of hops, as
theoretically expected. Indeed, in an ad hoc network with linear topology, where
the transmitter and the receiver are located in the extremities of the network,
the packets sent by the transmitter need to be forwarded by all intermediate
nodes (i.e., relays), thus increasing the end-to-end delay measured at the appli-
cation layer. Therefore, for 1 hop, both versions of the protocol display similar
results, since in both cases the final destination of the packet is a neighbor of the
transmitter, hence not revealing any influence of the optimization implemented
in the protocol. On the contrary, starting with 2 hops, a significant reduction of
the packet’s end-to-end delay in the optimized version of the protocol relative to
the non-optimized one is observed, which is explained by the forwarding of the
packet in the same time-slot of the original transmitter, instead of waiting for
the intermediate node’s time-slot. Moreover, beginning with 2 hops, the delay
of the optimized version increases, due to the fact that some frames do not fit
within the time-slot and, thus, have to be queued in intermediary nodes.

The results obtained in this test confirm the results obtained in the compu-
tational simulation presented in [1]. In fact, analyzing the results of [1], where
the solution is originally presented, we can conclude that, for 1-hopped transmis-
sions, the behavior of the protocol with and without the optimization is very sim-
ilar, showing small performance increases with the optimization, as we verified
experimentally. The difference observed in the delays between both approaches
hits its maximum value for 2 hops in simulation, just as our experimental test.
For 3 and 4 hops, that difference decreases, while the optimized version of the
protocol still exhibits significantly smaller delays relative to the non-optimized
version, which is confirmed by the results obtained in our experimental testbed.

The analysis of the average delay of consecutive frames, measured relative
to the FR used in the transmitter (25 FPS), indicates that the implemented
optimization of the protocol provides, in average, higher delays relative to the
non-optimized version of the protocol. This effect is due to the algorithm used by
the optimized protocol, which allows the transmission of several packets through
multiple hops during the same time-slot, which, not also reduces the end-to-end
delay, but also reduces the amount of packets circulating in the network at the
same time (i.e., throughput). As a consequence, the receiver receives less frames
per time-unit (smaller FPS), although with a smaller end-to-end delay. In fact,
in the optimized version of the protocol’s worst case scenario, the FR of the
received video is FR = 1/((1/25 FPS ) × (1 + 2.60%)) = 24.37 FPS, which
occurs for 3 hops, whereas in the non-optimized version’s worst case scenario,
the FR is given by FR = 1/((1/25 FPS) × (1 + 2.45%)) = 24.40 FPS. This
analysis allows the conclusion that both protocols provide a fluid video quality.

In Fig. 4 the percentage of consecutive frames that were received with a delay
greater than the equivalent time interval to 18 FPS, that is, with
FR = 1/18 FPS = 55.56 ms are presented.
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Fig. 3. Comparison of the protocol’s performance with and without optimization, ac-
cording to the number of hops.

 

Fig. 4. Comparison of the protocol’s performance with and without optimization, re-
garding the percentage of frames received with a FR less than a given threshold.

4.2 Test 2 - Performance vs. FR of Transmitter

Analyzing the results of test 2, presented in Fig. 5, it is possible to observe that,
as in test 1, the packet’s average end-to-end delay increases with the distance
separating the transmitter and the receiver, as well as the transmitter’s used
FR, as theoretically expected. In fact, until 10 FPS, the delay is similar to all
distances (i.e., number of hops), showing a significant difference for 25 FPS.
The analysis of the results for the average consecutive frame’s reveal that, for
FRs lower than 10 FPS, the delay relative to the transmitter’s FR is negative,
indicating that these are received before being played. On the contrary, starting
from 10 FPS, the average delay is positive, indicating a delay in the reception
of the frames relative to the time instant that these should be played, being 25
FPS the worst case of the test.

4.3 Test 3 - Performance vs. Network Load

The results obtained on test 3 are presented in Fig. 6. Analyzing them, it is
possible to verify that, as theoretically expected, the packet’s average end-to-
end delay increases with the increase of the load imposed on the network (i.e.,
the number of simultaneous transmitters). In fact, since the ad hoc network is
configured in a line topology, the increase of the load imposed on the network
implies that each intermediate node will have a greater number of packets to
forward, both on the current time-slot and the own node’s time-slot. On the
other hand, since in this protocol only 1 packet can circulate on the network in
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Fig. 5. Comparison of the optimized protocol’s performance, according to the trans-
mitter’s FR and for different number of hops.

each instant, the remaining packets will suffer an increased delay in the internal
buffers of each node, translating into a generalized increase in the average end-
to-end delay.

Similarly, the average delay of consecutive frames, relative to the FR of the
original transmitter, increases with the number of clients simultaneously trans-
mitting, since, for the same reason, the frames (i.e., packets) can be queued in
the buffers of the intermediate nodes, due to not being able to be transmitted
in the current time-slot. This effect results in an increased frame’s average de-
lay, translated into a smaller FR relative to the original transmitter. However,
observing the average consecutive frame delay, we can conclude that, with the
exception of the case with 5 transmitters with 20 FPS, the delay is globally
negative, indicating that the received FR is similar to the original transmitter’s.

 

Fig. 6. Comparison of the optimized protocol’s performance, according to the trans-
mitter’s FR and the number of clients simultaneously transmitting.

5 Conclusion

In this paper, we implemented the optimization of multi-hop routing within
TDMA time-slots on real devices, based on a previous implementation provided
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by the authors of the original paper. The results showed that the multi-hop per
time-slot approach provides lower end-to-end delays, measured at the applica-
tion layer, relative to the single-hop per time-slot approach. However, the delay
between received consecutive frames is higher, since some packets may be queued
by intermediate nodes. As a result, the packets are received with a lower latency,
but in bursts, instead of a continuous stream. Thus, this approach can be used
in real use-case scenarios, such as the transmission of a live video stream with an
acceptable quality, between two nodes in the network, in small robot teams of
no more than 10 robots. As future work, we propose the execution of the tests in
an experimental testbed, using mobile PCs / Raspberry Pi to actually generate
the required network topology without the use of firewall rules.
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Abstract. The radiation dose values calculation and monitoring that come from 

the Imagiology equipments, has suffered over the past few years a few iterations. 

Currently, it is through objects named DICOM Structured Reports (DICOM SR) 

and Dose Reports, created by the equipments, that is possible to extract this in-

formation. The aim of this paper is to propose and analyze a tool based on 

DICOM standard principles, which retrieve DICOM SRs from Picture Archive 

and Communication System (PACS), process the content of this objects and pro-

vides respective radiation dose values. This tools was tested in a real hospital 

environment, retrieving Computed Tomography SRs from local PACS institu-

tion. From the tests and analysis performed, it was possible to realize that the 

architecture proposed presents excellent results and accuracy comparing with the 

techniques traditionally used. It was possible to understand that the proposed ar-

chitecture solution based on interaction between PACS and the developed tool is 

the newest and more efficiently mode of monitoring and calculating the radiation 

dose values in the radiology examinations.   

Keywords: DICOM · Radiation Dose · Medical Informatics · Radiation Dose 

Structured Reports · Dose Reports 

1 Introduction 

Radiation dose for diagnostic medical imaging examinations has recently come under 

intense scrutiny, triggered by media coverage of overexposures in Computed Tomog-

raphy (CT)  by some newspapers and by recent epidemiological studies on radiation 

dose and risks[1]. 

The health industry is moving toward safer and more effective diagnostic imaging 

by using optimized acquisition protocols, implementing dose-reduction technologies, 

measuring and reporting dose indices, participating in dose registries, identifying ref-

erence dose standards, and providing feedback to identify outliers and optimize the uti-

lization of ionizing radiation. The goals are to reduce corresponding risks of radiation, 

choose the most appropriate exam, render an accurate diagnosis, and provide the best 

patient care as safely as possible. Part of this effort involves raising awareness of im-

aging examination dose metrics on the part of the interpreting physician, referring phy-
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sicians, technologists, medical physicist, caregivers, administrators, and others in-

volved in the oversight of medical imaging. Retrieving and using this information is an 

informatics challenge, which requires knowledge of the Digital Imaging and Commu-

nications in Medicine (DICOM) standards[2]. In addition, an understanding of the cor-

responding relevant metadata and structured reporting objects is required, as well as of 

efforts of the Integrating the Healthcare Enterprise (IHE) organization in describing the 

radiation exposure monitoring (REM) profile  to identify the relevant parameters and 

information to be extracted [3]. 

Informatics plays a crucial role in providing information on radiation dose delivered 

to patients during an exam, the dose distributions for specific protocols, and identifying 

and comparing the current delivered dose to the mean dose at an institution, local area, 

or in regional and national registry databases. Many challenges arise in the area of in-

formatics, including measuring and extracting radiation dose metrics per exam; using 

standards to gather/store information (DICOM metadata and DICOM Structured Re-

ports) and template information; tracking patient radiation dose histories; accumulating 

dose per patient; decision making for future imaging exams[4]. 

2 State of the Art 

In recent years, various methods of dose monitoring and analyzing have been intro-

duced, for example, DICOM Structured Reports, DICOM modality performed proce-

dure step (MPPS) messages, and image recognition and usage of the DICOM header. 

The DICOM standard was introduced in 1993. It was initially established to store and 

share medical images and image-related data and to provide a structured way to organ-

ize radiological reports. Despite ongoing discussions regarding the value and utility of 

the DICOM Structure Reports (SR), the DICOM standard is today an essential part of 

almost every medical devices using ionizing radiation [7]. The DICOM radiation dose 

structured report (DICOM RDSR) provides radiation dose parameters within the 

DICOM SR allowing for automated analysis of dose related data. CT related dose pa-

rameters (volume computed tomography dose index – CTDIvol and dose length product 

– DLP) for all examinations are stored in the DICOM SR [8]. 

2.1 Dose Reports Optical Character Recognition 

One of the more familiar ways for radiologists to access CT radiation output data is via 

dose reporting screen – secondary capture images in the DICOM CT object where the 

volume CT dose index and the Dose Length Product values for the study have been 

“burned in”. These images are assigned a unique series number, and have a DICOM 

header associating them with the imaging study. Unfortunately neither the layout nor 

the information displayed in the image is standardized among vendors. Getting this 

information out of the image and into a database presents a challenge. Optical Character 

Recognition (OCR) is typically required to extract useful information, a difficult pro-

cess which requires error correction algorithms to account for split-text and misidenti-
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fied characters, resulting in a data set that may not be 100% accurate. The lack of struc-

tured content, information sparseness and difficulty of accurate data extraction make 

this avenue of data collection far from ideal [9]. Fig. 1 shows an example of a CT Dose 

Report. 

 

 

Fig. 1. Example of Computed Tomography Dose Report 

2.2 DICOM Image Headers 

Medical images contain a DICOM header describing technical parameters and device 

attributes associated with the creation of an image, e.g. x-ray generator energy setting 

(kVp), exposure (mAs), collimation width, pitch factor and slice location. This infor-

mation can be collected to gain a detailed understanding of the acquisition process. 

However, the image header is not as ideal place for the storage of dose information. 

Images may be sent to PACS prior to study completion, original thin-slice data may 

never be sent, but rather reconstructed into thicker slices or other viewing planes, and 

others can result in under or over counting of dose, particularly when data is retrieved 

from PACS and there is no other available DICOM source for dose information [10]. 
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Fig. 2. Example of a DICOM image header information 

2.3 DICOM Modality Performed Procedure Step 

Images and image headers are not the only source of dose data. The DICOM standard 

introduced a network transaction that is typically initiated by modalities at the begin-

ning and end of imaging acquisitions. The transaction, called Modality Performed Pro-

cedures Step (MPPS), is sent to the PACS and/or Radiology Information System (RIS), 

although other systems requiring information about acquisition status may also receive 

the message. The transaction allows efficient workflow management of radiology sub-

process such as image processing and reporting. MPPS may contain organizational and 

medical details related to the procedure, as well as billing data, material management 

data in some cases radiation dose metrics [11]. 

Although MPPS may contain dose information not directly available from image 

headers, two significant drawbacks exist with respect to the use of MPPS in dose man-

agement. First, MPPS is essentially a transient message – the supplied data is not main-

tained in a DICOM object for storage, query or retrieval. Second, there is no standard-

ization of CT dose information in MPPS, making the available dose and acquisition 

information highly variable across devices. Fig. 3 illustrates the usual workflow for 

MPPS messages in an integrated system with Radiology Information System (RIS) and 

PACS. 
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Fig. 3. Modality performed procedure step message workflow 

2.4 DICOM Structured Reporting 

DICOM structured reporting bridge the gap between medical devices and information 

systems, allowing for transmission and storage of relevant clinical documents, free-text 

reports and structured information. The Radiation Dose SR template accommodates the 

recording and storage of dose information and related metrics from imaging modalities, 

described in DICOM PS 3.16-2011 (template ID 10011,10012, 10013 and 10014 for 

CT). The RDSR provides detailed information which may be missing from image 

header data or not included as part of MPPS. It is also persistent, unlike MPPS which 

was designed for workflow. Like other DICOM objects, the RDSR may be created, 

archived, anonymzed, queried and retrieved. As a result these reports may be stored on 

PACS together with images [12]. Table 1 shows the structure of CT DICOM Structured 

Reports. 

 

Table 1. Computed tomography radiation dose structured report  - DICOM object structure 

 

CT Radiation Dose – TID 10011 

CT Accumulated 

Dose Data – TID 

10012 

Provides information on dose value accumulations over 

several irradiation events from the same equipment over 

the scope of accumulation defined by the report. 

CT Irradiation Event 

Data – TID 10013 

Dose and equipment parameters for a single irradiation 

event, including the anatomical target region and CTDIvol. 

CT Scanning Length 

– TID 10014 

Contains information regarding the exposed range 

scanned length and length of reconstructable volume.  

 

Not all CT devices support structured reporting. Where RDSR is supported, the data 

available in the report will vary by make and model described in the device’s DICOM 

conformance statement. In other words while the RDSR template provides a location 

and framework for information, certain fields may not be populated by a particular de-

vice. As an example, “CT Effective Dose Total” is a data field in the RDSR template, 
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but it is not typically provided by the CT Scanner [13]. Fig. 4 shows the usual content 

of a DICOM CT RDSR 

 

 

Fig. 4. Computed tomography radiation dose structured report - Content information 

2.5 Dose Datamed Project 

The project Dose Datamed, is a project promoted by the European Commission, which 

Portugal is associated. This project aims is evaluating the relative exposure of the pop-

ulation to medical examinations of diagnostic radiology and nuclear medicine, in the 

European Union [14]. 

The latest version of this design - Dose Datamed 2 (DDM 2), conducted in 2010, 

emerged as a continuation of the previous project, the Dose Datamed 1 (DDM 1), held 

between 2004 and 2007, in which several European countries with experience in con-

ducting national surveys, often conducted studies and dose estimation received by pa-

tients in the context of several tests of diagnostic radiology and nuclear medicine. The 

project DDM 2 resulted in a proposal for a common methodology, and the recommen-

dation for its use in conducting future surveys of this type - in order to promote strength 

in the collection and analysis of data and the inter-comparison of results obtained in 

different European countries. 

The proposed methodology [15] is being adopted and  implemented in Portugal. 
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The report's final recommendations on project results Dose Datamed2 in Portugal, 

refers some topics that is important to refer: 

 The project represents the first time that Portugal has managed to compile, evaluate 

and present comprehensive and representative data (with respect to amounts of radi-

ation doses) of the national situation to an international organization; 

 It recommends the creation of a consortium of "stakeholders" (organisms, establish-

ing actions with clear interest in this type of evaluations), to promote and make a 

periodic assessment of the effective collective dose in the Portuguese population due 

to medical activities; 

 The consortium should take steps to enable the effective collective dose estimation 

work in the Portuguese population is enhanced and optimized, in diagnostic radiol-

ogy component, and carrying out more pilot studies, and drawings studies and data 

collection to reduce the uncertainty in the estimate of collective dose for the Portu-

guese population. 

It should be noted that the average amount of data by type of examination and X-ray 

room, which Portugal provided for this study were drawn from academic papers and 

studies presented at conferences or published studies. Here, it can be seen how difficult 

is to obtain these values in any health institution of our country [14]. 

3 Related Work 

There are some initiatives that make use of RDRS for analyzing and extracting radiation 

dose information. We can mention DoseUtility [16], a tool developed by Dr. David 

Clunie which is a free open source tool with a user interface to query, retrieve, import 

and extract report radiation dose information from a screen save or localizer image us-

ing the proprietary Standard Extended SOP Class Exposure Dose Sequence information 

in the “header”. It also generates RDSRs from such extracted dose information. It is 

written in pure Java, will run on any platform and can be started from the web without 

local installation. The goal of this tool is to show how to work and manage radiation 

dose information provided by RDSR. 

Radiance is another open-source software designed to automatically extract and archive 

CT dose-related parameters from the dose sheets produced by CT Scanners [17]. It was 

designed by a team of radiologists interested in dose monitoring and quality assurance. 

This tool is based on character recognition program that processes each  dose sheet. 

The power of Radiance is its ability to extract information from dose sheets produced 

by legacy CT scanners that cannot generate DICOM Dose SR reports. 

MPPS converter is another existent tool that receives MPPS messages through the RIS, 

which allow to analyze DICOM MPPS messages and create DICOM SR objects [18]. 

There are some different commercial tools like DoseWatch from GE, AuntMinnie from 

Bayer or TeamPlay from Siemens. But all these solution are vendor dependent. 
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3.1 Integrating Healthcare Enterprise  

Integrating Healthcare Enterprise (IHE) is an initiative promoting the use of standards 

to achieve interoperability of health IT systems and effective use of electronic health 

records through the publication of implementation guidelines. Under a well-defined 

process, stakeholders, developers and volunteer committees in clinical and operational 

domains reach consensus on standards-based solutions, called IHE profiles, which go 

through various levels of testing and real word deployment. After the profile is suffi-

ciently verified, it is incorporated into the IHE Technical Framework, which provides 

a resource for developers and users of health IT systems to address common interoper-

ability challenges. 

Purchasers can specify conformance with appropriate IHE profiles as a requirement in 

requests for proposals. The pertinent for this article is REM Profile [19]. 

The REM profile (Fig. 6) specifies communications between systems that generate re-

ports of irradiation events (the acquisition modalities) and systems that receive, store 

or process those reports. The profile defines how DICOM Structured Reports for CT 

and projection X-Ray dose objects are created, stored, queried, retrieved, and  how they 

may ne processed and displayed. Use of the IHE REM Profile in specifying require-

ments for radiation dose software and database capabilities is a highly recommended 

step in developing local informatics standards and tools for the ultimate achievement 

of personalized dose tracking. 

 

Fig. 5. IHE profile for Radiation Dose Monitoring and Reporting 

Some reasons that make IHE so relevant and important: 

 Provides a means for vendors to state explicitly their products integration capabili-

ties 

 Allows users to be informed and to hold vendors to their commitment 

 Improves service to patients and referring physicians 

 Improves efficiency and workflow 

 Promotes systems integration 

 Enables interaction among multiple systems 
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 Improves the use of industry communication standards by removing excessive flex-

ibility [20] 

The concept referred in Fig. 6 as "National Registry", does not exist in Portugal. 

This term refers to the Index Registry Dose (DIR), which is an existing dose of regis-

tration information in the United States of America, which is based on receive regulate 

mind the radiation dose values performed at each institution, then be able to give feed-

back to institutions comparing the results obtained with other institutions. Since this 

information is always grouped by type of examination and body parts. This registration 

system, has been classified by the American College of Radiology (ACR) as suitable 

for the improvement of the quality criteria of the practice performed. 

4 Objectives and Challenges 

The main objective and the aim of this work was to design and implement a sys-

tem/toolkit, capable to communicate with PACS, and extract the radiation dose infor-

mation from all (or selected) CT’s, through RDSR’s. 

This information should be processed and transformed in a clear output report showing 

the radiation dose values, as Fig. 6 explains. 

 

 

Fig. 6. Expected output from proposed tool 

As we can observe in the IHE REM profile, the system responsible for communicating 

with the equipments is the PACS system, and this one should be queried by the toll that 

would interpret, process and obtain the radiation dose values. However, most of current 

existent solutions is not respecting this workflow. In most cases, the Dose Report Man-

ager, communicates directly with the equipments, leaving the PACS system out of the 

solution. The main understandable reason for that, it that it is easier to retrieve and 

configure a system to communicate in that way, and sometimes, when exists equip-

ments from different vendors, it is really complicated to query and process SRs from 

PACS, that are coming with different contents. However the structure should be com-

pliant with the DICOM conformance statement, and in that way, there is no reason for 
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do not apply the IHE REM Profile in an architecture solution do obtain the radiation 

dose values. 

Another challenge is the known DICOM inconsistencies that appear in some DICOM 

objects, which always require some workarounds to overtake them. 

5 Methods 

The implementation proposal was to provide a generic, user-friendly application for 

communicate with PACS, with the main goal of retrieving and processing the radiation 

dose information from CT studies through RDSRs, in order to produce reports with that 

information. 

Fig. 8 shows the overall architecture of the solution. It consists in the following modules 

with the described functionalities: 

 

Fig. 7. Architecture design of proposed solution 

5.1 Tool Description and Features 

As the image describes, the solution is based on DICOM services and DICOM com-

munication protocol. 

The Dose Manager solution, communicate directly with PACS system, gathering all 

Structured Reports regarding the patients that was requested by the end user. The re-

quest can be only one or more examinations from the same patient, or can be different 

examinations from different patients.  

The goal is to have the possibility of retrieve the dose information from different 

patients at the same time. 

With this architecture we are not dependent from any radiology equipment. We are 

only dependent of the communication with the local PACS system, which should al-

ways be available and working as it is supposed to be in a normal scenario. 
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This tool at the end, should allow end user to generate reports with Accumulated 

radiation dose per patient and examinations radiation dose values. It should also allow 

the possible or querying those values and export them to a file in a structured way. 

The developed solution was built using Microsoft Visual Studio 2013, which easily 

allowed to integrate some .NET additional modules. It was also used framework .NET 

and Offis DICOM Toolkit version 3.6.0 to grant SR processing. 

5.2 Tool Testing Process 

The test objectives for this tool was to verify it it was capable to successfully make a 

retroactive analysis of CT studies to retrieve radiation dose values from SR objects 

existent in a local PACS solution (independent vendor). 

The tool was tested in a real hospital environment with the informatics and radiology 

department support. It was installed in an existent computer in the Radiology depart-

ment which was already configured to allow communication with PACS. 

After the configuration process, it was successfully queried and retrieved infor-

mation from PACS through SR objects. 

First step was to retrieve some randomized CT RDSRs to analyze the existent infor-

mation in those objects. It could happen that SRs objects could not be in compliant with 

DICOM conformance statement. By this analysis it was concluded that only 2 CT scan-

ners (from total of 3) was sending SR objects to PACS. 

After this analysis it was decided to query and retrieve fifty DICOM RDSRs indi-

vidually, to process and generate report with radiation dose values. It was also queried 

thirty patients for all existent RDSRs to allow processing accumulated radiation dose 

values. After this steps, and to conclude the test process it was done a PACS query of 

all CT studies during a randomized week. 

All this tasks was successfully done and completed. 

6 Results 

The tasks performed in the test process, are shown below: 

Table 2. Results obtained in test process 

 

Action 
Number of 

tests 
Action status Average time 

CT radiation Dose 

Value 
50 studies Completed 1’10’’ 

CT accumulated ra-

diation dose value 
30 patients Completed 3’25’’ 

Query/export accu-

mulated radiation 

dose values 

1 week 

 (7 days) 
Completed 20’’15’’ 
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This results represents outcomes from tests actions. We can verify that all features were 

successfully executed. Table below also show us the mean time of execution for each 

action. This time is important, because in that way we can evaluate the performance of 

this tool. The presented times, were measured considering that the start of action was 

done when front end tool received command to execute the operation, and the end time, 

was considered when solution showed or presented the required values. 

As we can see the times are relatively high. However, the principle objective was not 

to obtain and demonstrate a good performance, but show that the best way to gather the 

radiation dose values in a real hospital environment is the proposed architecture. 

7 Conclusions 

The process of radiation dose calculation, from the radiology equipment in hospitals, 

has undergone enough changes due to changing technologies, and at the same time due 

to updates of the standard DICOM. 

Nowadays DICOM Structured Reports objects, allow to query and retrieve large 

amounts of structured information, including the amounts of radiation dose from imag-

ing tests. This requires providing a tool capable to communicate with the PACS system, 

which is the system responsible for storing this type of objects. 

A solution with this architecture, brings many advantages compared to other solu-

tions that do not fully guarantee the accuracy of the data or the efficiency in obtaining 

the required information. 

Actually, by the lecture and projects that was read and analyzed in Portugal, there is 

no Institutions in Portugal, with tool(s) or system able to provide the radiation dose 

values according with the recommendations of the last European project in this area - 

Dose Datamed 2. 

Comparing this tool, with previous solutions referred, and by the tests which was done, 

we can mention some considerable advantages: 

 Instead of consider MPPS messages or Dose Reports through OCR process, infor-

mation based on Structured Reports is 100% reliable. 

 Based on DICOM Structured Reporting, can communicate with all devices that re-

spect DICOM standards. 

 It is not dependent from radiology equipments. 

 Allow Radiology department, to evaluate dose values from same type of equipments. 
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Abstract. Stochastic network calculus is a theory that allows to com-
pute performance guarantees in communication networks that can be
violated with certain violation probability. Based on a service process
that describes fading channels, this work studied the end-to-end delay in
a multi-hop wireless ad-hoc network through two scenarios: first, it was
incremented the number of nodes with just one flow in the network and
second, it was added new traffic each time a node joined to the network.
Results show the way the end-to-end delay is affected by the number of
nodes and new traffic for the specific case of an emergency wireless ad-
hoc network and the possibility to apply network calculus for real case
scenarios.

Keywords: network calculus · fading · wireless · delay

1 Introduction

The use of Wireless Ad-Hoc Networks (WANETs) has increased in the last
years, mainly due to the amount of connected sensors to monitor physical or
environmental variables such as pressure, sound, temperature or even electrical
activity of the heart (electrocardiogram), giving life to the new Internet of Things
(IoT) and wearable technology [1]. WANETs are principally deployed in areas
such as emergency, research and military scenarios.

Every application running on top of a WANET has different requirements
and the analysis of the network performance is done after the whole deployment
of the nodes and applications. However, obtaining some analysis of performance
guarantees by theoretical means allows the saving of deployment cost (money as
well as man-work) of the whole network, studying different network topologies
and identifying points of interest.

Network Calculus is a theoretical framework for performance guarantees anal-
ysis of communication networks. It is based on using alternate algebras, partic-
ularly the min-plus and max-plus algebra, to transform complex non-linear net-
work systems into analytically tractable linear systems [8]. A service guarantee
is either deterministic or stochastic but as the wireless channel is an unreliable
medium, we will focus on stochastic service guarantee, where the Quality of
Service (QoS) objectives specified by a flow can be violated a certain violation
probability (ε).
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A stochastic network calculus using moment generating functions (MGFs)
and the Chernoff bound was proposed in [2] and elaborated in more detailed
in [5] but it was in [6] where was derived a service curve model for Gilbert-
Elliot channels with memory. This service curve was implemented in the present
work to analyze the impact of topologies changes in the end-to-end delay bound
of a wireless network for an emergency scenario, specifically the Project Vital
Responder 2.0 - Intelligent management of critical events of stress, fatigue and
smoke intoxication in forest firefighting1, which has as main purpose to design a
system for decision support in ground-based firefighting operations.

The remainder of this paper is organized as follows: Section 2 gives a brief
introduction to Stochastic Network Calculus and its use to analyze the end-to-
end delay bound, Section 3 introduces the modeling of fading channels using
Markov Channel model, Section 4 explains the concepts of scheduling discipline
and leftover service, Section 5 provides the explored scenarios and corresponding
results and Section 6 presents the conclusions and future work.

2 End-to-End Delay Bound

Network calculus can be seen as the system theory that applies to computer
networks. Fig. 1 depicts the network calculus representation of a network ele-
ment. Applying the previous analogy, the input function of system theory can be
seen as the arrival process of a traffic source, the transfer function as the service
offered for the network and the output function is the departure process of the
network.

Fig. 1. Network calculus representation

2.1 Min-Plus Algebra Basics

In min-plus algebra, the addition and multiplication of conventional algebra be-
comes computation of the infimum and addition, respectively. This work does
not cover all of the properties of this “new” algebra but, continuing with the
analogy of system theory, we will present the definition of the min-plus convo-
lution and deconvolution because these two operations will allow us further on,
to concatenate server in series and to compute service guarantees. Min-plus con-
volution of real-valued, bivariate functions x(s, t) and y(s, t) and corresponding
min-plus deconvolution are defined for t ≥ s ≥ 0 as

1 http://vitalresponder.web.ua.pt/
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(x⊗ y)(s, t) = inf
τ∈[s,t]

[x(s, τ) + y(τ, t)] (1)

(x� y)(s, t) = sup
τ∈[0,s]

[x(τ, t)− y(τ, s)] (2)

where inf is the infimum and sup is the supremum.
In the following sections, this algebra will be applied to data flows and net-

work elements, using the concepts of arrival, server and departures processes.

2.2 Stochastic Network Calculus

Arrival and departures process are defined as A(0, t) and D(0, t), respectively.
These functions are real-valued cumulative functions, therefore, are nonnegative
and increasing in t and represent the amount of data detected in the interval
(0, t] with t ∈ N0. In addition, we can represent the amount of data detected
in the interval (s, t] by the bivariate functions A(s, t) = A(0, t) − A(0, s) and
D(s, t) = D(0, t)−D(0, s).

From [2], we used the following definition: Assume A(0, t) and D(0, t) are
the arrival and departure process of a lossless server, respectively. Let S(s, t) for
t ≥ s ≥ 0 be a random process that is nonnegative and increasing in t. The
server is called a dynamic server S(s, t) if for any fixed sample path it holds for
all t ≥ 0 that

D(0, t) ≥ (A⊗ S)(0, t) (3)

2.3 Moment Generating Function

In [5] a network calculus with moment generating function (MGF) is developed
using the concept of dynamic servers. Throughout this work we assume that
arrival and service are described by statistically independent, stationary random
process. Under this assumption A(s, s + t) equals A(0, t) in distribution for all
s = 0. The MGF of a stationary random process A is defined as

MA(θ, t) = EeθA(0,t) (4)

where E is the expected value of a random variable.
We use the same notation as [5] to define MS(θ, t) = MS(−θ, t). MGFs have

some interesting properties. For additive and multiplicative constants a and b it
is known for all θ that

Ma+bA(θ, t) = eθaMA(bθ, t) (5)
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and for the addition of two statistically independent random processes A and
B it holds that

MA+B(θ, t) = MA(θ, t)MB(θ, t) (6)

Theorem 1 (Concatenation): Consider S1(s, t) and S2(s, t) dynamic servers
in series as depicted in Fig. 2. There exist an equivalent, single dynamic server
S(s, t) for t ≥ s ≥ 0 where

S(s, t) = (S1 ⊗ S2)(s, t) (7)

Assuming as [6] that S1(s, t) and S2(s, t) are statistically independent, sta-
tionary and have MGF MS1(θ, t) and MS2(θ, t) respectively. The MGF of the
equivalent server is upper bounded for t ≥ 0 θ according to

MS(θ, t) ≤
t∑

τ=0

MS1
(θ, t)MS2

(θ, t− τ) (8)

Fig. 2. Equivalent server - Server in series

Delay: Let A(0, t) and D(0, t) be the arrival and departures process of a
lossless server, respectively. Assuming first-come first-served ordering the delay
at time t ≥ 0 is upper bounded according to

d(t) = inf[s ≥ 0 : A(0, t)−D(0, t+ s)] ≤ 0 (9)

Theorem 2: Consider a dynamic server S(s, t) with arrival process A(s, t).
Assuming first-come first-served ordering the delay at time t ≥ 0 is upper
bounded according to

d(t) ≤ inf[s ≥ 0 : (A� S)(t+ s, t)] ≤ 0 (10)

and the departure process is upper bounded for any t ≥ s ≥ 0 according to

D(s, t) ≤ (A� S)(s, t) (11)
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Performance bounds [5] follow with Chernoff’s theorem. Consider a dynamic
server S(t) with arrival process A(t), which are statistically independent, sta-
tionary and have MGF MS(θ, t) and MA(θ, t), respectively. Assuming first-come
first-served ordering an upper delay bound that are violated at most with prob-
ability ε ∈ (0, 1] are

d = inf
θ≥0

[
inf[τ :

1

θ
(log

∞∑
s=τ

MA(θ, s− t)MS(θ, s)− log ε) ≤ 0]
]

(12)

Given this framework, obtaining the delay bound for a specific network topol-
ogy boils down to selecting the violation probability, modeling the arrival and
service process through corresponding MGFs and searching the infimum values
of θ and τ for which the previous equation holds.

3 Fading Channels

The use of network calculus and the derivation of quality of service guarantees
for wireless systems has not been an easy problem to address because of the
modeling of the wireless medium. In order to apply the network calculus theory,
it is crucial to present probabilistic service curves that describe fading channels.

One of the traditional techniques for modeling fading channel consists in
the use of Markov chain. Markov chain permits to consider memory between
consecutive transmissions, which is a key factor for high-layer models, that is,
models that do not the channel representing the received signal strength or
related process at the physical layer. One of these models is the classical Gilbert-
Elliott model [7] [3], which is based on a discrete time 2-state Markov chain,
in which the data can be decoded error-free if the channel is in “on state”, or
cannot decoded correctly at the receiver if the channel is in “off state”.

Fig. 3. Gilbert-Elliot model

The Gilbert-Elliot model of Fig. 3 is used to describe a random process S(s, t)
that is defined as the service offered by a fading channel in the interval (s, t].
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Assuming that the service is non-idling and uses the entire available service to
serve backlogged data (i.e. work-conserving server), it can be seen as dynamic
server.

From [6] we used the following definition: Consider an irreducible, ho-
mogeneous Markov chain with n states and stationary distribution π. Work-
load is process with rate hi when in state i. Let H(θ) be the diagonal matrix
diag(eθh1 , eθh2 , · · ·, eθhn) and Q be the transition probability matrix, where qij
is the transition probability from state i to state j and 1 is a column vector of
ones. For all t ≥ 0 and all θ the MGF of the corresponding random process S is

MS(θ, t) = π(H(−θ)Q)t−1H(−θ)1 (13)

At this point, we have a characterization of the fading channel with a packet-
base model that depends of the transition probabilities between the states and
the rate at which the channel processes the workload. The expression (13) will
be used on (12) to determine delay bound.

4 Scheduling Discipline and Leftover Service
Characterization

The analysis of performance bounds to multiplexed flow is also possible inside
the network calculus framework. However, as we want to analyze the end-to-end
delay per-flow, we will consider a single system with stationary service curve S(t),
stationary through-traffic arrival At(t), stationary cross-traffic arrivals Ac(t) and
corresponding departures Dt(t) and Dc(t), respectively as shown in Fig. 4.

Fig. 4. Queuing system with through and cross traffic

To analyze the delay of a through-flow is important to isolate the remaining
service that is left over by cross-traffic at each of the systems, that is, the service
curve that actually would see the through-flow (Fig. 5). Then, we can use the
concatenation theorem with the so-called leftover service curve of each sub-
system to obtain the equivalent network service curve for the through-traffic
flow [4]. The left over service is strongly related with the scheduling model that
is implemented in the network. Following are the expressions of left over service
using the General Scheduling Model.
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Fig. 5. Server in series with cross-traffic

General Scheduling Model: Suppose flows with stationary arrival process
A1(t) and A2(t), which are scheduled at a stationary work-conserving server with
service process S(t). A2(t) sees a dynamic server [5]

S2(t) = max[0, S(t)−A1(t)] (14)

AssumingA1(t) and S(t) are statistically independent and have MGFMA1
(θ, t)

and MS(θ, t), respectively. The MGF of the server seen by A2(t) is upper
bounded for θ ≥ 0 by

MS2(θ, t) ≤ min[1,MS(θ, t)MA1(θ, t)] (15)

It is important to note that the general scheduling model “does not make
any assumptions about the order in which flows are served with respect to each
other”, in other words, as we do not have any other information of the system,
the bound that we can find is actually for a priority scheduler where flow A2(t)
has low priority respect to A1(t).

5 Numerical Results

To derive the service guarantees we had to define the traffic source of the nodes
in the network and the properties of the channel described by the discrete-
time Markov model of Fig. 3. In this work, we used an independent periodic
traffic source to model the data that will be generated by the network device
attached to the firemen. This type of source generates σ units of workload at
times UT + nT, n = 0, 1, ... where T is the period of the source and U is the
initial start time which is uniformly distributed in the interval [0, 1]. For all
t ≥ 0 and θ ≥ 0 it is known that the MGF is given by [9]

MA(θ, t) = eθσb
t
T c
(
1 + (

t

T
− b t

T
c)(eθσ − 1)

)
(16)

Analyzing the traffic properties of the Project Vital Responder 2.0, we have
that the data rate is 30kbps and the block of sensor data consists on 3600 bytes.
Assuming a physical layer data rate of 1Mbps for the 802.11 ad-hoc network
and a workload of 600 bytes, we have that the wireless channel can process this
workload in 4.8 ms, which it is considered as the time slot of the discrete time
model. Consequently, the rate h = 1 used for the channel model corresponds
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to one unit of workload served in each time slot. Simultaneously, for the traffic
source, the time to transmit 3600 bytes at 30kbps is 960 ms, which leads to a
period of the source T = 200 and units of workload σ = 6.

The channel model is specified by the transition rate from OFF to ON state
p and the steady state error rate q/(p + q), where for a given p, the transition
rate from ON to OFF q can be obtained. As discussed in [10], we modeled the
slowly fading channel choosing p = 0.1 and q/(p + q) = 0.1. Table 1 shows the
complete set of parameters used for the source and channel models.

Table 1. Source and channel model parameters

Parameter Description Value

q/(p+ q) Steady state block error probability 0.1

p Transition probability from OFF to ON 0.1

h Channel rate 1

T Period of the source 200

σ Burst size 6

In the first scenario, we examined the delay bound of a chain of node while
changing the number of nodes in the network until a maximum of five (5) wireless
links, that is, five (5) servers (Fig. 6) through the stochastic delay bound of
equation 12 with the values of the Table 1. It was established a maximum of five
servers because is the usual number of firemen in a firemen squad according to
the Vital Responder 2.0 details. To solve this scenario, we used the concatenation
property of equation 8. It is also important to say we assumed that the channel
conditions between the network elements are all alike.

Fig. 6. First scenario - One flow in a chain of servers

Fig. 7 depicts the delay bound up to five server in series. As expected, while
increasing the number of servers, the higher the delay bound for the arrival
process. We can identify the lowest delay bound curve for the one-server case
264− 696 ms for the different violation probabilities and the higher curve 801−
1291 ms for the five-server case. One interesting behavior is that the difference
between the (n+1)-server case and the n-server case for any n = [1, 2, 3, 4] seems
constant due to the fact that the channels are alike.

In the second scenario, we explored the end-to-end delay of the flow A1 in
a more real WANET case, where each new node in the network does not only
forwards data from previous nodes but also generates its own (Fig. 8). To solve
this scenario, we used first the leftover service of equation 15 and then the
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Fig. 7. Delay bound - One flow in a chain of servers

concatenation property. Again, we limited the network up to five servers due to
the aforementioned reason.

Fig. 8. Second scenario - Generate and Forward

Fig. 9 depicts the delay bound up to five server for the ad-hoc network case.
As expected, while increasing the number of servers, the higher the delay bound
for the arrival process A1, however, given that this time each new server is not
only a channel but also a source of cross-traffic the difference between the (n+1)-
server case and the n-server case for any n = [1, 2, 3, 4] is not constant. We can
identify the delay bound for the one-server case 264 − 696 ms for the different
violation probabilities and the maximum 1324−1963 ms for the five-server case.

6 Conclusions

Network calculus proved to be a complex tool that allows the systematic study
of the end-to-end delay in a wireless network. In this work, we were able to use
the service curve described by a Gilbert-Elliot model to analyze the end-to-end
delay in a multi-hop ad-hoc network while changing its topology in the scope
of a specific wireless emergency network. A further development of this research
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Fig. 9. Delay bound - Generate and Forward

is the application of others scheduling discipline such as Priority Scheduling or
Generalized Processor Sharing to tight more the delay bounds and also con-
sidering wireless channels with different conditions, however, this will require a
considerable amount of computational resources to solve the delay bound equa-
tion.
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Abstract. Precision Agriculture (PA) is an information-based management of 

farmlands for optimal performance. It relies on abundant mass of data for 

decision-making purposes in order to improve yield and make informed 

forecasts. Data Acquisition Systems (DAS) can provide the much-needed 

information for these purposes. This paper presents the design of a DAS which 

employs a wireless sensor network (WSN) approach using Arduino 

microcontroller for signal processing and ZigBee-based transceivers operating 

on the 2.4 GHz license-free ISM band for communication. Streams of 

temperature, pressure and relative humidity data from sensors and GPS data 

from an onboard module, are transmitted from the farmland to a receiver system 

interfaced with an LCD for display and with a PC for data logging and analysis. 

An SD card is incorporated in the design for data storage. The test results show 

that the system is capable of providing real-time and site-specific data for 

precision agriculture.   

Keywords:  Precision Agriculture · DAS · WSN · Arduino · ZigBee · 2.4 GHz 

band 

1 Introduction 

Precision agriculture is a farming practice which integrates technology and agronomy 

principles to manage farmlands with the aim of improving the performance of crops. 

Acquired data can be relayed to the farmers and farm managers in order to analyze 

and consequently take appropriate actions [1]. 

Precision Agriculture uses information-driven technologies for the monitoring and 

management of spatial (in-field) and temporal (over time) variabilities associated with 

agricultural production activities for enhanced production and reduced environmental 

pollution [2]. Wireless sensor technologies are increasingly being applied in precision 

agriculture using data acquisition systems (DAS).  

The purpose of data acquisition systems is to gather useful measurement data for 

characterization, monitoring or control. They interface between the real world of 

physical parameters, which are analogue, and the artificial world of digital 
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computation and control [3] and are used for a variety of system monitoring 

operations in agricultural, military, industrial, commercial and medical applications 

[4]. 

Advances in hardware technologies (such as microcontrollers) and low-power 

wireless communication have revolutionized the development of Data Acquisition 

Systems such that application-specific systems can now be developed with enhanced 

capabilities for accurate and real-time gathering, logging, viewing and analysis of 

data, at low cost and with optimal performance [5]. 

In order to promote sustainable agriculture for improved food production and 

economic development by farmers, particularly peasant farmers in rural communities, 

data acquisition systems that can help make informed decisions are indispensable. A 

multi-functional farm monitoring system designed to provide soil, crop and 

environmental data from sensors and a point-to-multipoint communication of 

acquired data to several receivers at designated points using WSN approach is thus 

proposed. The central transmitter unit is envisioned to be carried by a tethered 

Helium-filled balloon. 

 This paper therefore presents the development of a Data Acquisition System using 

Arduino microcontroller and ZigBee technology for monitoring temperature, pressure 

and relative humidity on the farms, as part of the proposed monitoring system, 

towards a data-driven management of farmlands (i.e. precision agriculture). Being 

site-specific, real-time, automated and user-friendly, the developed DAS is aimed at 

replacing the laborious, manual and traditional methods of recording farm data by 

combining data logging and storage, visual display, location tracking, signal 

processing and wireless communication capabilities using an SD card, an LCD, a 

GPS module, two Arduino Uno microcontroller boards and two ZigBee transceivers 

respectively. 

The Arduino Uno1 is a microcontroller board based on Atmel’s ATmega328P2. It 

has 14 digital input/output pins (of which 6 can be used as PWM outputs), 6 analogue 

inputs, a 16MHz quartz crystal, a USB connection, a power jack, an ICSP header and 

a reset button. Power to the board can be through the computer with a USB cable, 

through an AC-to-DC adapter or a battery. It can switch automatically between USB 

and DC power and supports both the 3.3V and 5V power supply. The Atmel 

ATmega328P microcontroller operates at 5 V with 2KB of RAM, 32KB of flash 

memory for storing programs and 1KB of EEPROM for storing parameters. With a 

clock speed of 16MHz, it can execute around 300,000 lines of C source code per 

second. The Arduino Uno is well-suited for processing in data acquisition systems. 

ZigBee is a low-cost, low-power, low-data rate wireless mesh technology standard 

for Low-Rate, Wireless Personal Area Network (LR-WPAN). The ZigBee standard 

defines only the networking, application, and security layers of the OSI model and 

adopts IEEE 802.15.4 PHY and MAC layers as part of the ZigBee networking 

protocol. It takes full advantage of a powerful IEEE 802.15.4 physical radio standard 

                                                           
1  https://www.arduino.cc/en/Main/ArduinoBoardUno 
2  http://www.atmel.com/devices/atmega328p.aspx 
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and operation in unlicensed bands worldwide at 2.4GHz (global), 915MHz 

(Americas) and 868MHz (Europe).  

Raw data throughput rates of 250kbps can be achieved at 2.4GHz (16 channels), 

40kbps at 915MHz (10 channels) and 20kbps at 868MHz (1 channel). Transmission 

distances range from 10 to 100 meters up to a few kilometers, depending on power 

output and environmental characteristics, and uses CSMA/CA network. ZigBee is 

well suited for sensing, monitoring and control applications among inexpensive 

devices such as Data Acquisition Systems. 

The rest of the paper is organized as follows: Section 2 gives a brief survey of 

related works Section 3 details the system development approach. Results are 

presented and discussed in Section 4. The conclusions and direction for future works 

are presented in Section 5. 

2 Related Works 

Several works on the use of data acquisition systems for precision agriculture have 

been published. In [1], a DAS for monitoring temperature, water content, moisture 

content, electrical conductivity and pH of the soil together with weed seeker and wind 

speed was developed using WSN approach. [2] monitored the soil moisture’s electric 

resistance using watermark sensor while [6] deployed a supervisory data acquisition 

system for monitoring temperature and humidity in oil palm tissue culture. [7] 

deployed smart sensing platform for monitoring temperature, relative humidity, 

pressure and sunlight data and [8] developed a system for the acquisition of 

environmental temperature, relative humidity, noise and water leakage using ZigBee 

technology.  

In [9], temperature, pH, humidity and soil moisture were monitored with the 

incorporation of a GSM module in the design. An implementation of DAS for 

precision agriculture using remote sensing was developed in [10] while [11] 

investigated only temperature and humidity. 

These works have shown that crop performance could be enhanced by making 

plant management decisions based on acquired data. Depending on the intended 

application, the technologies used by these acquisition systems differed and the 

parameters monitored are varied but could largely be classified into three sets of 

parameters: soil, plant/crop and environmental parameters.  

In this work, the design focuses on acquisition of environmental data. Several 

modules were integrated to give unique features yet maintaining a simple system with 

sensing, tracking, wireless communication, display and storage capabilities. The 

system provides remote access to site-specific and real-time data for farm 

management system towards precision agricultural practice. 
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3  System Development 

The design approach and development phases are detailed in this section. The system 

development includes principally hardware integration of the modules, coding of the 

Arduino board for processing and configuration of the transceivers. 

 

3.1 System Architecture  

The schematic diagram of the developed system is shown in Fig. 1.  It is divided into 

two units: the transmitter and the receiver units. The transmitter end consists of 

sensors to monitor temperature, pressure and relative humidity, a GPS module to 

acquire date, time, location (latitude and longitude) and altitude data, an Arduino 

Uno-based microcontroller as processing unit and a ZigBee transmitter for wireless 

communication.  

 

 

Fig. 1. Schematic Diagram of the developed Data Acquisition System  

 

The receiver unit, on the other hand, comprises a ZigBee receiver, an Arduino-Uno 

microcontroller for processing, a microSD card for data storage and display via an 
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LCD or alternately through a PC using virtual terminals such as PuTTY or Tera Term. 

Each of the Arduino Uno microcontroller boards is powered with a 9V dc battery or 

alternatively from a PC via USB. Other components are supplied with either 3.3V or 

5V from the regulated 3.3V and 5V from the Arduino board based on their respective 

operating voltages. The features of the various components of the system are 

summarized in Table 1.  

Arduino communication with the sensors and microSD is via I2C and SPI 

respectively. Communication with the PC (via USB), and with the ZigBee and GPS 

modules is through UART at baud rates of 9600bps, 38400bps and 9600bps 

respectively. 

 

Table 1. Summary of Components‘ features  

Component 
Current 

(mA) 

Voltage 

(V) 
Features 

TPS3 (BMP180) 0.005 3.3 Digital sensor 

RHS4 (HIH-4030) 5 5 Analogue sensor 

Arduino Uno 

(ATmega 328P) 
50 5 

32KB (Flash memory), 2KB (SRAM), 

1KB (EEPROM) 

GPS Click L10        

(with antenna) 
38 3.3 

4Mb (Flash memory), 5Hz (update 

rate), -165dBm (tracking sensitivity) 

DRF1605H 

Transceiver     

(with antenna) 

80 (Tx)        

45 (Rx) 
3.3 

2.4 GHz, 1.6 km (max. range), 250 

kbps (max. data rate), -110dBm 

(receiver sensitivity), ZigBee 

2007/PRO  

LCD (HD44780) 4 5 16*2 LCD 

microSD Click 
 

3.3 2 GB 

Ni-MH Battery …. 9 350mAh 

 

3.2 System Implementation 

Data Processing with Arduino. Coding of the Arduino Uno microcontroller is done 

in the Arduino Software (IDE) v1.0. The connections of the various components of 

the system with the Arduino board are shown in Tables 2 and 3 for the transmitter and 

receiver units respectively. 

 

 

 

                                                           
3  Temperature and Pressure Sensor (TPS) 
4  Relative Humidity Sensor (RHS) 
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Temperature and pressure data from the BMP 180 digital sensor, relative humidity 

data from the analogue HIH-4030 sensor together with the date, time, location 

(latitude and longitude) and altitude data are processed and sent to the transmitter at 

intervals of 10s. The relative humidity being analogue, 10-bit digitization/quantization 

of the acquired values is done using (1). 

 RH = 100 – (humidityValue*5)/1024 (1) 

The microcontroller on the Arduino Uno board at the receiver unit formats the 

received streams of data and sends to the PC (running virtual terminal) and the LCD 

for display, and to the SD card using FAT16 file system for storage and future 

analysis.  

  

Table 2. Components‘ pin connections with Arduino at the trasmitter unit 

Arduino Pin5  Component Pin 

3.3V J2-12 (Zigbee), +3.3V (GPS), + (TPS) 

5V 5V (RHS) 

GND GND (Battery) 

GND J2-11 (ZigBee), GND (GPS), - (RHS), - (TPS)  

Vin (+9V) (Battery) 

A3 OUT (RHS) 

D4 IO (TPS) 

D6 J2-4 Rx (ZigBee) 

D7 J2-5 Tx (ZigBee) 

D8 Tx (GPS) 

D9 Rx (GPS) 

 

 

 

 

 

 

 

 

 

 

 

                                                           
5  Pins on the Arduino or other components that are not shown had no connections 
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Table 3. Components‘ pin connections with Arduino at the receiver unit 

Arduino Pin  Component Pin 

3.3V J2-12 (Zigbee), +3.3V (microSD) 

5V 5V (LCD) 

GND GND (Battery) 

GND J2-11 (ZigBee), GND (LCD) 

Vin (+9V) (Battery) 

D0 (Rx) PC (via USB) 

D1 (Tx) PC (via USB) 

D2, D3, D4, D5 LCD 

D6 J2-4 Rx (ZigBee) 

D7 J2-5 Tx (ZigBee) 

D8, D9 LCD 

D10, D11, D12, D13 CS, SDI, SDO, SCK (microSD) 

Data Communication with ZigBee. The DRF1605H6 transmitter and receiver 

modules is based on TI's CC2530F256 chip running ZigBee2007/PRO7 agreement. It 

has all the features of the ZigBee protocol. It transmits data via the serial port and 

nodes can join the network automatically. It can support 1 coordinator node and up to 

6^6 nodes as routers as full function devices (FFD) and supports transmission of 

variable length of packets (256 bytes per packet maximum).  

Communication can be either in the point-to-point mode or transparent mode using 

the 2.4GHz license-free ISM (2400 – 2483.5MHz) band with 16 channels spaced at 

5MHz. Configuration of the transceivers is done using the ZigBee Module Configure 

V5.1 software by DTK Electronics. For this application, the transceivers were 

configured to transmit and receive in the point-to-point operation mode on channel 14 

(2.42GHz) according to (2). At this frequency, the transceivers can communicate up 

to a distance of 1.6km apart.  

 fc = 2405 + 5 (k – 11) MHz (2) 

where k = 11, 12, …, 26 is the channel number and fc is the center frequency. 

 

 

                                                           
6  http://www.made-in-china.com/showroom/yihua20092010/product-

detailGojEyXCLGscF/China-Zigbee-Module-DRF1605H-.htm 
7  http://www.zigbee.org/zigbee-for-developers/network-specifications/zigbeepro/ 
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4 Results and Discussion 

Following system development, tests and analyses were carried out. These are 

presented as follows. 

 

4.1 Sample Field Tests 

Sample field tests were carried out using the developed system at the Federal 

University of Technology, Akure, Nigeria (lat. 7.3030N, long. 5.1350E) for three 

consecutive days (7th – 9th October, 2014) and at the hilly area of Idanre, Ondo State, 

Nigeria (lat. 7.106oN, long. 5.106oE) on 22nd October, 2014. Samples of results 

obtained are given in Table 4.  

The transmitter was configured to send data at intervals of 10s. From Table 4, it 

can be seen that consecutive data were received at intervals of approximately 11s. The 

end-to-end latency of the system is thus 1s. Also, data streams received at the LCD, at 

the virtual terminal (Tera term on PC) and on the SD card were consistent across 

board. Consecutive data also do not vary significantly. 

 

Table 4. Sample data retrieved from the SD card for analysis 

Date     

d/m/y 

Time 

h:m:s 

Lat.       

(o) 

Long.    

(o) 

Alt.    

(m) 

RH       

(%) 

Temp.     

(oC) 

Pres. 

(mbar) 

7/10/2014 14:36:38 7.3030 5.1355 441.6 98 28.24 968.97 

7/10/2014 14:36:49 7.3030 5.1355 441.6 98 28.28 968.88 

7/10/2014 14:37:00 7.3030 5.1355 441.6 98 28.41 968.55 

8/10/2014 13:31:33 7.3026 5.1355 435.2 98 28.55 969.05 

8/10/2014 13:35:53 7.3026 5.1354 435.2 98 28.51 968.89 

8/10/2014 13:36:04 7.3026 5.1354 435.2 98 28.53 968.98 

9/10/2014 10:27:53 7.3027 5.1358 430.7 97 26.80 971.20 

9/10/2014 10:28:05 7.3027 5.1357 430.7 97 26.78 971.20 

9/10/2014 10:28:16 7.3027 5.1357 430.7 97 26.75 971.23 

22/10/2014 10:30:23 7.1059 5.1059 430.5 97 25.39 967.23 

22/10/2014 10:30:34 7.1058 5.1058 431.0 97 25.22 966.96 

22/10/2014 10:30:46 7.1058 5.1057 431.7 97 25.21 966.89 

 

4.2 Battery Life Analysis 

The current drain from the transmitter modules and the receiver modules are 

summarized in Tables 5 and 6 respectively. 
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Table 5. Current drain at transmitter unit 

Component  Current Drain (mA) 

TPS 0.005 

RHS 0.5 

Arduino 50 

GPS 38 

ZigBee Tx 80 

Total 169 

Table 6. Current drain at receiver unit 

Component  Current Drain (mA)       

Arduino 50 

ZigBee Rx 45 

LCD 4 

Total 99 

The life of the batteries can be calculated using (3)  

 Lbatt = battery capacity (mAh) / current drain (mA) (3) 

where Lbatt is the battery life. 

 

With battery capacity of 350 mAh, it can be estimated that the battery at the 

transmitter and receiver units would last approximately 2 hours and 4 hours 

respectively if on continuous mode. To increase battery life, the systems have to be 

run on higher capacity batteries and more importantly on batteries rechargeable using 

solar power or other energy harvesting methods.  

5 Conclusion 

A data acquisition system with real-time sensing, data logging and wireless 

communication was developed for the environmental monitoring of farmlands. With 

the incorporation of a GPS module, users (famers) are able to determine the exact 

location, data, time and altitude at which measurements were taken, alongside the 

monitored environmental parameters (temperature, pressure and relative humidity).  

The deployment of this technology-based device may increase productivity of the 

farm field by providing the opportunity to make informed decisions from acquired 

data for the appropriate time and place and to model general trends and make accurate 

forecasts for places with similar characteristics thereby encouraging precision 

agriculture. 
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With this system deployed and with the acquired data, appropriate decisions and 

actions can be taken on the farms based on expert knowledge of the effects of studied 

parameters on plant yield. 

Further works will require the incorporation of soil and crop monitoring sensors, 

alongside the environmental sensors, for better and improved farm management 

system. Also, optimization of the system’s power and transmission to multiple 

receivers are the next lines of action for further work.  
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Abstract. The interest in autonomous vehicles has steadily increased
in recent years. A number of tasks, like lane tracking and semaphores
detection and decoding, are key features for an self-driving robot. This
paper presents a path detection and tracking algorithm using the Inverse
Perspective Mapping and Hough Transform methods compounded with
real-time vision techniques and a semaphore recognition system based
on color segmentation. An evaluation of the proposed algorithm is per-
formed and a comparison between the results using real-time techniques
is also presented. The suggested architecture has been put to test on
autonomous driving robot who competed in the Portuguese autonomous
vehicle competition called ”Festival Nacional de Robótica”. Regarding
to the lane tracking algorithm, the usage of the real-time vision premises
lead to significantly faster results, with computation time of 1.4ms, al-
most 60 times faster than the first algorithm tested and a good accuracy,
in this context, showing a translation error below 0.03m and a rotation
error below 5 degrees. On the subject of semaphore recognition algo-
rithm, it has shown zero false positives but it relies on the quality of the
color calibration, making it very dependent of the ambient lighting.

Keywords: Real Time Vision · Image Processing · Autonomous Driving
· Inverse Perspective Mapping · Lane Tracking · Semaphore Recognition

1 Introduction

Autonomous vehicles (AVs) represent a major innovation for the automotive in-
dustry; self-driving cars pave the way for a myriad relevant applications across
multiple fields. In such a dynamic context, work and research in this area has
grown greatly over the last years. Many car makers are developing prototype
vehicles. Vehicles like the BMW-Series 5, the Mercedes-Benz-Series 500, the Nis-
san Leaf EV, the General Motors Cadillac SRX and the Prius and Lexus from
Google, already provide interesting key technologies [7].

This topic has even raised interest within the robotics community and was
the target focus of many robotic competitions around the world [6].

An autonomous intelligent vehicle has to perform a number of tasks, some-
times in a limited amount of time [4]. The most critical task is the perception
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and mapping of the surrounding environment. This involves being capable of
identifying and tracking road lanes, being able to process traffic lights and road
signs, and being consistent at identifying and avoiding obstacles [5, 8, 13, 2].

Although many solutions exist, one of the most common approaches to tackle
these problems is the use of one or more cameras on the robot’s body.

This paradigm allows the robot to identify its surroundings and even create
a map with its localization. Usually, when extracting information from an im-
age, one holds some prior knowledge on the state of the system (that is, some
notion on the state of the surrounding environment) and, therefore, more de-
tailed measurements can be obtained. Often, however, in autonomous driving,
little information is known about the environment because no previous or overall
structure is present [1]. Therefore, it’s not only important to get accurate results,
but also to do it in an adequate timing - real-time.

And while real time is often described as ”a level of computer responsiveness
that a user senses as sufficiently immediate or that enables the computer to keep
up with some external process” [3], it is more accurately defined as the sufficient
time the robot needs to process external data and actuate without causing any
harm to himself or to others.

Some authors [11] have proposed offline-online strategies with a well defined
trade off between accuracy and computational cost to the perception of the real
world.

A known real-time vision technique is the application of the ”zero copy, one
pass” technique used in [12]. Using this technique, it is only needed to read the
input image only once, taking all the necessary information (which is organized
into smaller vectors). This approach guarantees that the objective is reached
without creating copies of the input image, saving processing time.

Another technique useful to obtain relevant features for road estimation al-
gorithms is the inverse perspective mapping (IPM) [9, 10]. IPM is a geometrical
transformation technique that projects each pixel of the 2D camera perspective
view of a 3D object and re-maps it to a new position, constructing a rectified
image on a new 2D plane. Mathematically, IPM can be described as a projec-
tion from a 3D manifold , W = {(x, y, z)} ∈ E3 (real life input space) onto a 2D
plane, I = {(u, v)} ∈ E2. The result is the desired bird’s eye view of the image,
thus removing the perspective effect. This is achieved using information from
the camera’s position and orientation in relation to the road.

The work presented in this paper aims to contribute to this thematic by
presenting a line detection and tracking algorithm using real-time vision tech-
niques. This algorithm have been tested on the 2015 Portuguese autonomous
driving competition called ”Festival Nacional de Robótica”. An evaluation of
the proposed algorithm is also described.

The remainder of this paper is organized as follows. In Section 2 all the
steps and methods followed in designing the algorithm are presented. Section
3 presents the real time results obtained from the algorithm. Finally, Section 4
draws conclusions from the obtained data.

Proceedings of the Doctoral Symposium in Informatics and Telecommunications Engineering

p.50 DSIE|16



2 Methodologies

This section presents all the methods and methodologies used to produce the re-
sults presented in the next chapter. All the tasks ranging from the development
of the vision system till the building of the autonomous driving robot are pre-
sented too. The autonomous driving competition consists of a robot completely
devoid of human input during its runtime, which runs on a track, detects vertical
signs and traffic lights (projected on two monitors) and avoids obstacles. The
vision system developed uses two cameras, being able to: (i) detect and calculate
the distance and angle to the right line in the robot referential and (ii) identify
and detect semaphores. The cameras used are 2 PLAYSTATION EyeTMrunning
with a resolution 320x240 @ 30Hz.

The choice of two cameras is due to the fact that it makes possible the detec-
tion of traffic signs and the track simultaneously, which is normally impossible
with only one camera.

2.1 Tracking Lines Algorithm

The tracking algorithm used is exemplified in Fig. 1. The first step is to capture
a RGB frame from the camera. Then this image is converted to grayscale. The
third step is the removal of the distortion due to the lens used (which raises the
field of view of the camera). Afterwards, it is applied a kernel to calculate the
horizontal derivative of the undistorted image, thus choosing points considered as
being part of a line. The IPM transform (explained in the following subsection)
is applied only to the aforementioned points. Next, the Probabilistic Hough
Transform is employed to detect the lines. From the detected lines returned by
the transform, only the ”best” one is retained (the line that has the minimum
distance between the actual line and the one before).

Fig. 1. Block diagram for the tracking algorithm.

Inverse Perspective Mapping is a geometrical transform that projects each
pixel from the 2D view of 3D objects with perspective and maps them to a new
position, building a new image on a new inverse 2D plane (this perspective is
normally called bird’s eye view). In this case, the strategy used was calculating
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the transform from the camera referential to the chessboard referential, repre-
sented by T1, then calculating the transform from the chessboard to the robot
referential, represented by T2, in Fig. 2b. The Fig. 2a shows the setup used to
calculate T1 and T2.

(a) (b)

Fig. 2. IPM - Transformations used: top view (a) and side view (b).

The T1 transform was obtained using the camera extrinsic parameters and
T2 was calculated measuring the distances between the chessboard/robot refer-
ences and the rotation matrix between them. To apply the IPM transform it is
necessary to perform the transformation described in 1. Eq. 2, Eq. 3 and Eq.4
are intermediate steps leading to IPM transform.


X
Y
Z
w

 =


p11 p12 p13 −x
p21 p12 p23 −y
p31 p32 p33 −1
a b c 0


−1

×


−t1
−t2
−t3
−d

 (1)

P = K ∗ T2R ∗ T1R =

p11 p12 p13p21 p12 p23
p31 p32 p33

 (2)

t = K ∗ Tt =

t1t2
t3

 (3)

K =

αx β x0
0 αy y0
0 0 1

 (4)

a ∗X + b ∗ Y + c ∗ Z + d = 0 (5)

Wherein αx and αy are the focal length in pixels along x and y, respectively,
x0 and y0 the principal point coordinates in pixels and β the skew factor in
matrix K. T1R and T2R are the rotation matrices from the transformations
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T1 and T2. x and y are the coordinates from the input image pixel. Tt is the
vector of translation resulting of the T1 and T2 multiplication. a, b, c, d define
a geometric plane for the application of the IPM (equation 5). X and Y are
metrical coordinates on the robot’s referential.

After we obtain X and Y , in order to achieve a visual representation of the
IPM, the last step is to map these points. An example of the result can be seen
in Fig. 3.

(a) (b)

(c) (d)

Fig. 3. Two examples of the IPM transform. Images (a) and (c) are the orig-
inal ones taken from the camera, while (b) and (d) are obtained by the IPM
transform.

This algorithm has the advantage of allowing, from the input image, the
direct calculation of the position (x,y) in meters on the robot’s referential. An-
other advantage is the possibility to delimit a window of interest on the robot’s
referential, allowing an optimized processing of the relevant information.

Tracking algorithm After the IPM transform, the next step is the detection
of the lines drawn on the IPM transformed image. The strategy used is the
application of the Hough Transform variant for line detection. This transform
is available in OpenCV in two alternatives: HoughLines() and HoughLinesP().
The major difference between them is on the choice of the pixels to use on the
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calculation of the Hough space. The first one resorts to every pixel on the image
and the second uses random pixels to calculate the transform, making it more
faster than the previous one mentioned.

The Hough Transform function returns a vector of lines detected. After that,
the algorithm chooses the ”best” line from the received vector, which is the line
nearest to the previous one detected (inside a limited range). If no line fulfills
this condition, the previous one is maintained. The last step is to calculate the
distance from the robot’s referential to the point chosen. As we have used the
IPM strategy, this step is simplified, making its computation direct.

2.2 Semaphore Detection

The detection of the semaphore is achieved via another camera installed on
the robot (pointed up). The competition ruling defines a specific dataset of
semaphores used, showed in Fig. 4.

(a) (b) (c)

(d) (e) (f)

Fig. 4. Semaphores used in the 2015 autonomous driving competition.

Semaphore algorithm As the semaphores are characterized by three main
different colors and shapes (red, yellow and green), the detection algorithm is
based on color segmentation in the HSV color space. Basically, it searches for
a blob of the mentioned colors possessing a defined minimum area (to filter
irrelevant information). A calibration to the hue component thresholds has to
be done beforehand to ensure a correct classification.

The stop semaphore (Fig. 4d) was detected by looking for an area of red in
the input image, the parking semaphore (Fig. 4f) was detected by looking for
an area of yellow and the arrow semaphores (Fig. 4a, 4b and 4c) for an area of
green color. The green semaphores need an additional step was to differentiate
them. The green region (bounded by an rectangle) is divided into four regions,
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and the area ratios between these regions are tested in order to identify the type
of arrow.

The red and green flag semaphore, Fig. 4e, although not employed in the
competition, is used to test the robustness of the proposed algorithm.

3 Results

This section presents the results obtained from the application of real time vi-
sion philosophy. Table 1 and 2 shows a comparison between the same tracking
algorithm, one version using the real-time vision premise ”zero copy, one pass”
(Fast) and another version without (Slow). The accuracy of the distance and an-
gle measures obtained from the tracking system is displayed in Fig. 5, and some
image results for the tracking lines algorithm are also presented. Regarding to
the semaphore recognition algorithm some laboratory results are presented.

Table 1. Average execution time of IPM algorithm
PC Slow IPM Time (ms) Fast IPM Time (ms) Ratio (%)

ROG 80.74 0.4854 16634
EeePC 587.7 3.100 18960

RaspberryPi 2970 15.52 19131
RaspberryPi2 1344 7.174 18741

Table 2. Average execution time of the tracking algorithm showed in Fig. 1.
PC Slow Tracking Time (ms) Fast Tracking Time (ms) Ratio (%)

ROG 84.56 1.424 5936
EeePC 604.2 8.599 7025

RaspberryPi 3209 45.60 7037
RaspberryPi2 1366 22.98 5946

Looking at Table 1 and 2, it is evident the significant time reduction on the
tracking lines algorithm. In the case of the ROG, the execution time became
59 times faster and on the EeePC and in the Raspberry was 70 times faster.
This time does not take into account the data transfer time on the USB. The
characteristics of PCs used on the tests are in Appendix 1.

Another important result is the accuracy of the distance and angle returned
by the tracking algorithm. Fig. 5c and 5b shows a comparison between the
real-life measurements and the ones obtained from the algorithm. The blue line
represents the ideal case where the real-life measurements equals the calculated
ones (a null error). Observing Fig. 5a and Fig. 5b, it can be seen that the obtained
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distance and angle are precise enough for the application at hand, showing an
distance error below 0.03m, Fig. 5c, and an angle error below 5 degrees, Fig. 5d.

(a) (b)

(c) (d)

Fig. 5. Distance accuracy tests results (a) and related absolute error (c); angle
accuracy tests results (b) and related absolute error (d).

The accuracy results were obtained by placing the robot in different known
positions on the track, measuring the real distance and angle between the robot’s
referential and the intersection point to the right line.

In Fig. 6a, it is shown the detected lines returned by the Probabilistic Hough
Lines Transform function drawn on top of the IPM image (Fig. 6b).

Proceedings of the Doctoral Symposium in Informatics and Telecommunications Engineering

p.56 DSIE|16



(a) (b)

Fig. 6. Hough Transform detected lines (a) drawn on top of the IPM transformed
image (b).

The yellow and purple circles are the result1 of the tracking lines system.
The distance and angle measures needed are calculated from the yellow circle
(which is the correct line to be tracked).

The semaphore recognition algorithm was also tested into the autonomous
driving competition. In the context of the robotics competition, this technique is
precise enough, ensuring zero false positives in both the tests made and the com-
petition. For a more robust implementation, some additional image processing is
required and more complex tests are needed. In Fig. 7 it is showed a laboratory
application result for each semaphore of the competition.

(a) (b) (c)

(d) (e)

Fig. 7. Example of the application of the proposed semaphore detection algo-
rithm.

1 More representative results showing the proposed tracking system can be found in:
https://www.youtube.com/watch?v=6XN29PRc5Eg
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As it can be seen from Fig. 7, all semaphores are correctly detected2.

4 Conclusions

This paper presented a real-time vision tracking algorithm applied to an au-
tonomous driving robot.

The evaluation of the proposed system is performed in two different ways:
measurement and comparison of the algorithm’s execution time on different plat-
forms and measurement of the accuracy of the distance and angle calculation.

The proposed system has advantages over existing implementations. After
a correct calibration of the camera, the usage of Inverse Perspective Mapping
allows to precisely calculate the distance and angle using real world coordinates.
Also, the use of the ”zero copy, one pass” principles were very important to make
this system faster, enabling the possibility of running this algorithm in low-cost
embedded platforms.

There are also limitations in the overall architecture. The use of IPM, associ-
ated with the removal of the perspective, causes a projection of the 3D objects in
the 2D image, making it harder to correctly detect the objects, since connecting
pixels in the original image do not correspond to connecting features in the real
world image. This implies that, in order to avoid obstacles, another strategy has
to be employed, like the use of complementary sensors or more image process-
ing (likely in the original image). Another limitation is that the line following
algorithm has to be initialized to start tracking lines.

The developed algorithm can be applied in real-life scenarios, such as a real
car, particularly on highways, because it is, usually, a more controlled environ-
ment, mostly containing lines.

A proposed semaphore detection algorithm was also presented on the context
of the autonomous driving competition. In this case a quantitative evaluation was
made. This semaphore recognition algorithm has shown zero false positives but
it relies on the quality of the color calibration, making it very dependent of the
ambient lighting. To apply this algorithm in another scenarios some additional
image processing is required to guarantee robustness to objects with same color
range.

As future work it is suggested the creation of a routine that initializes the
tracking line system autonomously. This will allow a more flexible way to start
the robot at any point and orientation.

Other alternatives include taking manual control of the hardware camera pa-
rameters in order to obtain better color image quality in semaphore recognition.

2 More results showing the proposed semaphore recognition system can be found in:
https://www.youtube.com/watch?v=KaPIKzncMd8
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Appendix 1: PCs Characteristics

Table 3. PCs characteristics used on test of the tracking algorithm.
Model CPU Memory

Raspberry Pi B 512MB ARM1176JZF-S 700 MHz 512MB
Raspberry Pi 2 B 900MHz quad-core ARM Cortex-A7 CPU 1GB

Asus EeePC 1005HA 1.66GHz Intel Atom N280 2GB
Asus ROG GL550JK Intel Core i7-4700HQ 2.5GHz 16GB
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Abstract. In a growing number of domains, such as ambient-assisted
living (AAL) and e-health, the provisioning of end-to-end services to the
users depends on the proper interoperation of multiple products (devices,
applications, etc.) from di↵erent vendors, forming a digital ecosystem. To
ensure interoperability and the integrity of the ecosystem, it is important
that candidate products are independently tested and certified against
applicable interoperability requirements. Based on the experience ac-
quired in the AAL4ALL project, we propose in this paper a model-based
approach to systematize and automate such testing and certification ac-
tivities. The approach encompasses the construction of several models: a
feature model, an interface model, a product model, and unit and inte-
gration test models. The abstract syntax and consistency rules of these
models are specified by means of metamodels written in UML and Alloy
and automatically checked with Alloy Analyzer. Examples of concrete
models from the AAL4ALL project are also presented.

Keywords: Test Models · Metamodel · Certification · Ambient-Assisted
Living

1 Introduction

In the area of e-health, Ambient-Assisted Living (AAL) technologies [8] are
being increasingly used in response to problems caused by the increasing age of
the population, but these first answers are monolithic, incompatible and thus
expensive and potentially not sustainable (e.g. [13]). The AAL4ALL project [1]
tried to answer those problems through the development of an ecosystem of
interoperable products and services for AAL, associated to a business model and
validated through a large scale trial. One goal of this project was to ensure that
any supplier of AAL products and services, whether they are physical devices
or software, can enter the ecosystem easily and independently, whilst assuring
their interoperability with the rest of the ecosystem. In this way customers can
acquire a first AAL basic solution (e.g. a fall alert system) and later adding other
types of products or services according to their needs, with the assurance that
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the products they already have and the new products are able to communicate
together. To that end, the AAL4ALL project encompasses the specification of a
set of reference models and requirements for products and services, against which
candidate products and services can be certified and subsequently integrated as
components of the ecosystem. The project also encompasses the definition of a
testing and certification methodology for these new components, which can be
found in [6].

Recently the use of Model-Driven Engineering (MDE) techniques as a re-
sponse to deal with complex problems (like the previously described), has been
increasing [11]. One of the MDE technologies are the Domain-Specific Modeling
Languages (DSMLs) [11]. These languages allow the formalization of the ap-
plication structure, behavior, and requirements within particular domains, such
as software-defined radios, avionics mission computing, online financial services,
warehouse management, or even the domain of middleware platforms. DSMLs
are described using metamodels, which define the relationships among concepts
in a domain and precisely specify the key semantics and constraints associated
with these domain concepts. Developers use DSMLs to build applications using
elements of the type system captured by metamodels and express design intent
declaratively rather than imperatively.

In this article, using DSMs, we propose a set of templates and integrity rules
for defining products and their functionality within a specific domain thereby
allowing the automatic generation of certification testing for candidate products.
For better comprehension of the proposed models, are presented application
examples in the field of the AAL4ALL project.

The rest of the paper is organized as follows: section 2 presents the overall
approach and architecture; section 3 presents the proposed metamodels; in sec-
tion 4 are presented application examples; related work is presented in section 5;
conclusions an future work are presented in section 6.

2 Overall Approach and Architecture

The models proposed in this paper support an incremental process that en-
ables the automatic test case generation for certification. This approach is based
on traditional OMG Modeling Infrastructure [2] that consists of a hierarchy of
model levels, each (except the top) being characterized as “an instance” of the
level above. The bottom level, also referred to as M0 is said to hold the “user
data”, i.e., the actual data objects the software is designed to manipulate. The
next level, M1, is said to hold a “model” of the M0 user data. This is the level at
which user models reside. Level M2 is said to hold a “model” of the information
at M1. Since it is a model of a (user) model, it is often referred to as a meta-
model. Finally, level M3 is said to hold a model of the information at M2, and
hence is often characterized as the meta-metamodel. For historical reasons it is
also referred to as the Meta Object Facility (MOF) [9]. Fig. 1 show the global
perspective of the models proposed.
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Fig. 1. Proposed Metamodels

In M2 we propose a set of metamodels divided in two di↵erent levels, Domain
Level and Product Level. The Domain Level represents the specific features re-
lated with a specific domain, the interfaces and the unit tests related with these
features. Inside this level we propose three di↵erent metamodels, FeatureMeta-
model, InterfaceMetamodel and UnitTestMetamodel. The Product Level repre-
sents candidate products and integration test scenarios used for certification,
that envolve other products (already certified). Inside of this level we propose
two di↵erent metamodels, ProductMetamodel and IntegrationTestMetamodel.

In M1 we propose a set of models (“a instances” of the metamodels above)
also divided in two di↵erent levels. Inside the Domain Level we propose a Fea-
tureModel, InterfaceModel and UnitTestModel. Inside the Product Level we
propose a ProductModel and IntegrationTestModel. The next section present
the metamodels, by means of UML class diagrams and associated constraints.
The constraints and data types are written in Alloy, in order to support the
automated analysis and validation of the metamodels with Alloy Analyzer.
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3 Metamodels

3.1 Feature Metamodel

Fig. 2. Feature Metamodel

In some ecosystems, such as in the AAL field, there is a wide variety of products
with a great features variability. It is therefore very important to limit the scope
of the certification of such products within a ecosystem. For this, based on the
formalism of Feature Models [3], we propose a metamodel that allows represent
the variability of products and their features within an ecosystem.
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Firstly, in the upper layer of Fig. 2, we define the structure and semantics of
general purpose feature models. A feature model is a hierarchically arranged set
of features where relationships between a parent (or compound) feature and its
child features (or subfeatures) are categorized as:

– And � all subfeatures must be selected
– Alternative � only one subfeature can be selected
– Or � one or more can be selected
– Mandatory � features that are required
– Optional � features that are optional

The semantics of these constructs is formalized by the auxiliary predicate
isValidConfiguration in Fig. 2, which checks if a configuration (a particular se-
lection of features in the feature model) is valid. Some well formedeness rules of
feature models are specified in Fig. 2 by constraints (facts) written in Alloy.

The lower layer of Fig. 2 contains specialized definitions for our purpose.
A Feature Model is created for a specific domain (represented by root), where
the model is composed of categories (ProductCategory) that may or may not
have subcategories (ProductCategory with a ProductCategory as a parent). The
product categories have features (represented by ProductFeature).

3.2 Interface Metamodel

Fig. 3. Interface Metamodel

To test a particular feature of a product it is important that the messages
exchanged for this product are specified according to a certain format. To allow
this we propose the InterfaceMetamodel shown in Fig. 3, containing the set
of rules necessary to message specification for a particular domain. To ensure
interoperability, the ecosystem products have to communicate by exchanging
“standardized” messages via “standardized” interfaces. An interface defines the
types of messages that can be sent or received through it, by product categories
that use or implement the interface, respectively.
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3.3 Unit Test Metamodel

Our proposal is based on the principle that the features of the FeatureModel
(see subsection 3.1) have one or more associated unit tests; these tests allow the
verification if a product implement this feature according to the ecosystem rules.
To describe the unit tests we propose the UnitTestMetamodel shown in Fig. 4.

Fig. 4. Unit Test Metamodel

A unit test refers to a seguence of messages sent (output) or received (input)
by a unit under test through interfaces it uses or implements, respectively. The
unit under test is any product that matches (in the sense formalized by the pred-
icate isMatchedByProduct in Fig. 4) a PartialProductConfiguration specified as
the target of the UnitTest.
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3.4 Product Metamodel

The Product Metamodel proposed (See Fig. 5) allows the description of a prod-
uct. In this context a product belongs to a domain and a specific (sub)category
and can have multiple features. The product also has a name and a flag indicating
if it is a certified product or not.

Fig. 5. Product Metamodel

3.5 Integration Test Metamodel

To obtain certification, products may submitted to a series of end-to-end integra-
tion tests in a scenario that include other products (already certified), in order
to ensure that it is able to communicate according to the message specification
defined by the ecosystem.

To describe integration tests, we propose the IntegrationTestMetaModel shown
in Fig. 6. An integration test refers to a sequence of messages exchanged among
a set of participants, including the product under test (not yet certified), zero
or more products already certified, and actors. The participants are connected
through defined interfaces; for each connection, messages flow from the partici-
pant that uses the interface (the source of the message) to the participant that
implements the interface (the destination of the message).

Integration tests are generated by instantiating and composing unit tests pre-
viously defined. The instantiation is defined by two mappings: a mapping of unit
test targets (partial product configurations) to actual products in the integration
test (targetMapping); and a mapping of unit test messages to integration test
messages (messageMapping). To ensure proper composition and instantiation,
several consistency rules or constraints apply for these mappings, as described
in the attached note in Fig. 6. Message coupling (synchronization) between unit
tests is achieved by mapping a pair of unit test messages - a message sent in the
scope of one unit test and a message received in the scope of another unit test -
to a single integration test message.
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Fig. 6. Integration Test Metamodel

The actual mechanisms of test execution are not specified in the models, but
it is assumed that the actors’ behavior (send messages to the system and monitor
and check messages received from the system) will be simulated by a tester or a
test script. Messages exchanged between products in the system may or not be
monitored and checked.
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4 Example Models for the AAL Domain

The certification process defined in the AAL4ALL project comprises four main
categories of products for which candidate products could be certified. Within
some of these main categories it were defined product subcategories, taking into
account the features that the product must possess. Taking into account the rules
described in the FeatureMetamodel proposed in section3.5 the feature model for
the AAL4ALL domain containing the categories, subcategories and features can
be observed in Fig. 7.

3
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Fig. 7. Feature Model of the AAL4ALL Ecosystem

This categorization process allowed the definition of generic unit tests that
were specified for each of these main categories / subcategories. These tests are
later instantiated for the candidate product.

Suppose that a manufacturer is interested in getting AAL4ALL certification
for a new sensor (Chestband). Looking at the feature model, we realize that a
sensor falls into the Local System category (represented in blue in Fig. 7). To
obtain certification, the sensor will be submitted to a series of tests in a scenario
that includes other products (already certified) in order to ensure that it is able
to communicate according to the message specification defined by the ecosystem.
For this, the first step is to select products from others categories to create a
complete test scenario. For this specific example we need to select one Local
Application, one AALMQ and one External System. Unit test models for these
product categories are represented in Fig. 8.

After selecting the products and composing the unit tests presented in Fig. 8,
we obtain the integration test model shown in Fig. 9, so the next step is start
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«ProductCategory»

Sensor
{PeriodicReading} ILocalSystem
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Fig. 8. Example of Unit Test Models for some Product Categories and Features

the test injecting messages in one point of the scenario and check the evidences
in other point of the scenario (End-to-end testing).
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4:	notify(makeTopic(careRcvId,	measureType),	careRcvData(careRcvId,	sensorId,	timestamp,	HearthRate,	value))
5:	careRcvData(careRcvId,	sensorId,	timestamp,	HearthRate,	value)

Care
Taker

Care
Receiver

1:	physicalData(…)

CertifiedProduct

Product under testing

Fig. 9. Example of Integration Test Model

In this certification process, a candidate product can be certified in one cat-
egory.
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5 Related Work

Integration testing aims to discover faults that are due to incorrect interactions
between di↵erent software based products. Even if each product is correct and
delivers the specified functionality, when integrated into a ecossystem, the in-
teractions between products can lead to incorrect results, for example because
di↵erent products interpret data processed by other products incorrectly, or do
not follow the same interaction protocol [14]. The purpose of integration testing
is to find such faults that are di�cult if not impossible to find when testing
products independently. However, and despite unit test case generation been
explored extensively in the literature, there is still little work on the generation
of integration test cases [10]. One of these approach to generate integration test
cases from simple unit test cases can be found in [10]. Although this work is
more related to the test code and interactions between objects, the authors use
unit tests composition for the generation of integration testing, as our proposal.

In the area of health the use of models to solve problems is not a recent inno-
vation. For example, to ensure the integration of medical information from vari-
ous sources (public hospitals, private hospitals, etc.), Eggebraaten [5], proposed
a health-care data model based on the HL7 Reference Information Model [7].
The main goal of this model is to enable the health-care industry to tap into
this data by providing a solution for integrating data from various sources for
the purpose of analytical studies that can help discover new treatments and
improve patient care. In our work these medical data structures models could
be harnessed and used as mandatory message structure exchanged between the
various components of the ecosystem. Other similar work for ensuring the good
integration between medical devices is based on ISO/IEEE 11073 standard [12].
The standard is based on an object-oriented system management paradigm. An
object oriented data model, the domain information model (DIM), defined in ISO
1173-10201, is used to specify objects, attributes, attribute groups, event reports,
and communication services, that may be used to communicate device data and
to configure medical devices and functionalities. The standardized nomenclature
(ISO 11073-10101) comprises a set of numeric codes that identify every item that
is communicated between systems. Related to the general domain information
model, there exist device specializations for several medical devices, which pro-
vide guidelines for how the DIM should be constrained for application to specific
devices. These standards were adopted by the Continua Health Alliance [4], a
industry consortium that aims at enabling end-to-end system interoperability in
the personal telehealth market by leveraging and integrating existing standards
for all layers of the communications stack and for all parts of the overall system
ranging from the patients-end to the service providers-end.

6 Conclusions and Future Directions

In this article we presented metamodels and associated integrity rules for the
description of products within a specific domain so that integration tests can be
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automatically generated for certification of its products to enter the ecosystem.
For better understanding of the models were presented examples of application
based on the AAL4ALL project. As future work we will need to create a set of
tools that support the creation of these models automatically with the aim of
facilitating its implementation.
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Abstract. Applications running over mobile ad-hoc networks (MANET) often 

can trade-off some delay versus reliability in case of sporadic disconnection pe-

riods. However, existing solutions for network partition usually focus on set-

tings for which disconnection is at least as normal as connection. We propose 

Disconnection Tolerant Networking (DisToNet) as a transparent, routing proto-

col agnostic solution to support sporadic and time-limited network partitioning 

on battery-limited devices, at the cost of some duplicate packets. We conducted 

a first assessment of DisToNet’s system performance experimentally on an RPi 

B+ platform. The results show that DisToNet has a negligible impact in the 

nodes’ resources like CPU, which makes this solution an efficient approach for 

increasing communication reliability in  nodes’ with energy constraints. 

Keywords: Ad-Hoc Networks ∙ Disconnection Tolerance ∙ implementation 

1 Introduction 

Mobile ad-hoc networks (MANET) have become increasingly popular, to pro-

vide connectivity and allow mobility even when there is no network infrastructure. 

They enable communication between vehicles, in remote areas, disaster zones, social 

movements distrusting authorities, sensor data gathering, etc. Due to nodal mobility, 

the network topology may change rapidly and unpredictably over time. Numerous 

dedicated routing protocols were developed to establish and maintain reachability 

between communicating nodes in such dynamic environments [1]. In addition, nodes 

mobility can cause them to go out of neighbors’ coverage range, originating discon-

nection periods from the rest of the network. These periods, even if short, will cause a 

negative performance impact on applications. Approaches following the concept of 

delay-tolerant networking (DTN) have been proposed to solve this problem [2].  In 

fact, numerous proposals have been developed that use asynchronous hop-by-hop 

communications to avoid the need for a persistent end-to-end path. However, these 
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usually force the applications into the DTN-inherent asynchronous communication 

paradigm and often require specific application protocols designed for this purpose 

[2]. These approaches do not suit the needs of a large variety of MANET applications 

where the connection between nodes is nearly constant and the disconnection periods 

are sporadic. This is the case of MANETs where the nodes are always inside the cov-

erage range of at least one neighbor, but exceptionally lose the connection for short 

periods. Many applications do not have real-time requisites but they want to receive 

all the data, including the data that should be sent during the disconnection periods. 

Vehicle networks where their position is monitored, groups of people on a cross-

country walk, vital monitoring of first responders, are scenarios that realize these set-

tings. 

This work proposes and implements a disconnection tolerant network (Dis-

ToNet) that is transparent for applications and suitable for nodes with battery con-

straints. The proposed solution clearly increases the reliability of data delivery allow-

ing a better application performance. We evaluate our proposal in metrics that influ-

ence battery resources and node’s performance. 

2 State of Art 

Despite the intense research in the field, mobile ad-hoc networks encompasses 

many challenges and still open issues. This section focus on routing schemes for mo-

bile ad-hoc networks regarding disconnection periods.  

2.1 Mobile ad-hoc Networks 

In MANETs, the routing protocols can be roughly divided into three groups: pro-

active, reactive and hybrid [1]. The pro-active protocols such as DSDV [2] and OLSR 

[3] always  maintain  link  information  about the complete topology  of  the  network  

at  each  node. This involves periodic updates or notifications of connectivity changes. 

These protocols update the paths between nodes constantly, improving routing delays 

at the cost of high overhead for control packets. Reactive routing protocols such as 

DSR [4] and AODV [5] do not maintain complete topology of the network at each 

node. Instead, they only search for a path between nodes when there is data to send. 

This method has the advantage of not wasting network bandwidth with control mes-

sages when data transmission is not required, but increases the forwarding delay due 

to the route discovery process. Hybrid routing protocols such as ZRP [6] exhibit both 

reactive and proactive properties. These protocols define an area or zone, defined by a 

number of hop counts surrounding each node. They use a proactive routing approach 

inside the zone and a reactive one outside.  

The main advantage of MANETs’ routing protocols is that they allow communica-

tion even with a topology that is constantly changing due to nodes mobility and churn. 

However, this mobility could force the node to go beyond the cover range of its 

neighbors leading to disconnection periods. During these periods, even if short, all the 

data that the node should receive or send is lost. 
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2.2 Delay Tolerant Networks 

Delay Tolerant Networks (DTN) constitute an emerging subclass of MANETs re-

ferring to a network with an intermittent connectivity where there is often no simulta-

neous path from the source to the destination node. DTN introduces an overlay proto-

col that interfaces with either the transport layer or lower layers [7]. Each node of the 

DTN architecture can store information for a long time before forwarding it. In con-

trast to MANETs, routing in DTNs is more difficult due to the lack of the most recent 

network topology information. Many routing schemes have been proposed for DTNs 

and they can be partitioned in three categories: mule-based, opportunity-based and 

prediction-based. 

In mule-based methods [8-9], systems usually employ extra mobile nodes as 

“mules” for message delivery. The systems control the trajectory of these “mules” to 

improve delivery performance. However, this control leads to extra cost and overhead. 

In opportunity-based schemes [10], nodes forward messages randomly hop by hop 

with the expectation of an eventual delivery, but with no guarantees. With this ap-

proach, multiple copies of the same message are flooded in the network to increase the 

chance of delivery.  

In prediction-based schemes  [11], routing protocols make relay selections by es-

timating metrics relative to successful delivery, such as delivery probability or ex-

pected delay based on a history of observations [12]. Most of these protocols focus on 

whether two nodes will have a contact and when such contact will happen.  

In DTNs, the disconnection periods are the majority while the connection periods 

are only sporadic. Current DTN routing methods aim for a mostly connectionless sce-

nario, which is not suitable for networks where disconnections are inevitable but 

sparse.  

There are some proposals such as [13-14] that use MANET and DTN routing pro-

tocols together. The authors divide a MANET into clusters and use MANET’s routing 

protocols for intra-cluster communication and DTN’s routing protocols for communi-

cation between clusters. However, none of these solutions deals with the disconnec-

tions periods inside a MANET that albeit not long can affect the applications’ perfor-

mance. 

3 Disconnection Tolerant Net-working 

The goal of this work is to provide a solution for scenarios where sporadic discon-

nections between nodes in a MANET affect application performance. The main moti-

vating difference between DTN and DisToNet is that, in our case, disconnection is not 

the normal network status. Additionally, the solution should be transparent to the ap-

plication, independent of the MANET routing protocol, and target battery powered 

nodes, which have energy constraints.  

Under these conditions, DTN protocols are neither transparent to the applications, 

nor efficient solutions if nodes are battery limited. DTNs create an overlay network 

that supports end-to-end networking through store-and-forward of bundles, created 

from groups of packets, of which the application must be aware. Moreover, DTN 
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sends announcement packets to detect connectivity, which consume battery and net-

work resources in a not negligible amount when disconnection is sporadic.  

The proposed solution requires the following components: (1) detecting the dis-

connection; (2) storing locally generated and “to be forwarded” packets during dis-

connection; (3) detecting reconnection; and (4) re-inserting the buffered packets onto 

the network queue. Since the common state of the network nodes is to be connected, 

we target a solution that is as unnoticeable as possible to applications and to the net-

work. DisToNet thus uses information available only at each node to detect the con-

nection state for points 1 and 3 above, namely the routing table. After detecting dis-

connection, all packets are stored locally until reconnection, when packet reinsertion 

starts, interleaved with regular packet flows. Because there is a time lapse between the 

actual disconnection and the time when the routing table of a node reflects that topol-

ogy change, packets may be lost. To avoid this, we added an additional first in first 

out (FIFO) storage stage, where copies of all packets are stored on their regular net-

work path. This approach is represented in Fig. 1. 

 

 

Fig. 1. Approach diagram 

4 DisToNet Implementation 

To achieve efficiency and transparency, we implemented the solution in a Linux 

kernel-space and not in user-space. We did this through a Loadable Kernel Module 

(LKM), which is an object code that acts like a kernel extension and can be load at 

both boot and run-time.  User-space processes can only access a small part of the ker-

nel via an interface exposed by the kernel, i.e. using system calls. These calls are re-

quests, in a Unix-like operating system, by an active process for a service performed 

by the kernel, such as input/output (I/O) or process creation. If a process performs a 

system call, a software interrupt is sent to the kernel, which then dispatches the appro-

priate interrupt handler and continues its work after the handler has finished. Working 

directly in kernel-space, makes the whole process more efficient allowing direct ac-
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cess to resources like memory and CPU, without software interrupt handling and user 

– kernel context switching. 

4.1 Using the Netfilter Framework 

To access the Linux TCP/IP stack from the LMK we used the Netfilter 

framework1. This framework allows packet mangling outside the normal Berkeley 

socket interface, among other things. It defines "hooks" for each protocol family (IPv4 

defines 5), which are well-defined points in a packet's traversal of the protocol stack 

(see Fig. 2). After simple sanity checks, the packets received by the network interface 

are passed to the Netfilter framework's through NF_IP_PRE_ROUTING hook. Next, 

they enter the routing code, which decides if the packet is destined for forwarding, or 

for local delivery. The routing code may drop packets for which there is no route. If 

the packet is destined for local delivery, the Netfilter framework is called again for the 

NF_IP_LOCAL_IN hook, before the packet is handed over to the process. If the 

packet is destined for forwarding, the netfilter framework is called for the 

NF_IP_FORWARD hook. Packets generated by the local host go through the 

NF_IP_LOCAL_OUT. Finally, all packets before being sent to the network interface 

pass a final Netfilter hook, the NF_IP_POST_ROUTING hook. 

At each of these points, the Netfilter framework will call all registered callbacks 

for that hook and protocol with the packet and the hook number. Parts of the kernel 

can register to listen to the different hooks for each protocol. Therefore, when the 

system hands a packet to the Netfilter framework, it checks to see if anyone has regis-

tered for that protocol and hook. If this is the case, they get a chance to examine (and 

possibly alter) the packet. In that context they can also discard the packet 

(NF_DROP), allow it to pass (NF_ACCEPT), tell Netfilter to forget about the packet 

(NF_STOLEN), or ask Netfiter to queue the packet for user-space (NF_QUEUE).  

For DisToNet, we implement an LKM that filters the packets coming from the 

network device for forwarding from other nodes and from the local host. These pack-

ets are captured at the NF_IP_PRE_ROUTING or NF_IP_LOCAL_OUT hooks, be-

fore making any routing decision. Considering this approach, it is possible to manage 

the decision of when our LKM should buffer a packet or send it, based on the node’s 

connectivity towards the packet’s destination. This solution only works for datagrams. 

The framework cannot cope currently with streams, such as TCP connections, as it 

does not maintain flow state. 

                                                           
1 See http://netfilter.org/ 
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Fig. 2. Netfilter hooks on Linux kernel TCP/IP stack [15] 

4.2 Buffering 

In DisToNet, two types of buffers are used: i) Small Buffers (SB) that store a copy 

of all packets that pass the stack (both locally originated and forwarded), and ii) Large 

Buffers (LB) that store packets during the disconnection periods. The SBs are much 

smaller than the LBs, because they just need to accommodate copies of the packets 

that are sent during the period between actual disconnection moment and disconnec-

tion detection by the routing protocol, i.e. packets that may be undeliverable because 

the destination becomes unreachable. Notwithstanding, the implementation of the 

buffers is similar. 

Which Packets to Buffer. We allow filtering which packets to buffer. Our LKM 

can filter each packet collected by destination IP address and port number, thus only 

buffering a sub-set of the packets. All the remaining traffic follows its normal course 

through the stack. For each packet that matches the filter, we make a routing table 

lookup to validate the end-to-end path to the destination. If there is a route to the des-

tination, we copy the packet to the SB and then it flows its normal course through the 

stack. However, if the destination is unreachable the packet is deviated to the LB. 

The filtering strategy allows separating the traffic to buffer during the disconnec-

tions periods. In a MANET can exist applications for which it is useless to support 

disconnection periods, even with buffering, e.g. real-time applications, and therefore 

buffering would be a waste of resources. The ability to select which traffic to buffer 

allows an efficient use of node resources when multiple types of applications are using 

the same MANET. 

Filling the Buffers. The buffers are placed in RAM through dynamic memory al-

location. The LB are implemented as linked lists and will allocate memory only during 

the disconnections periods, which are not frequent. When the buffers achieve their 
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maximum capacity, our LKM adopts a FIFO policy, and as soon as the packets in the 

LB are transmitted, the memory is freed. SBs are implemented as circular queues, 

which means that they store the last packets sent before detecting a disconnection to 

the destination. This way, the queue is recycled without the need for any timeout. 

Every packet sent or received in Linux is handled using socket buffers (SKB). 

These data structures are the most fundamental data structures in the Linux network-

ing code. Since the LKM created is collecting packets in different points of the stack 

through the Netfilter hooks, the SKBs that contain the packets have different charac-

teristics. It is necessary to distinguish packets collected in different points of the stack 

since they will be handed back to the stack in different places as well. For this reason, 

we divided SB and LB in two extra buffers each to accommodate the packets from 

each hook: Small Buffer Forwarder (SBf) and Large Buffer Forwarder (LBf) for the 

packets collected in NF_IP_PRE_ROUTING; and Small Buffer Local (SBl) and 

Large Buffer Local (LBl) for the packets collected in NF_IP_LOCAL_OUT. The 

reinjection of these packets in the stack will occur immediately after the point where 

they were collected. This ensures that the stack makes all the necessary verifications 

and operations as it would without the collection and buffering process, ensuring 

transparency.  

 

Emptying the Buffers. The packets from LB are sent when their destinations be-

come reachable. Before the packets reinsertion in the stack, all packets from SBs are 

transferred to the respective LB, local or forwarder. As mentioned, the SBs store cop-

ies from the packets sent during the time where a destination becomes disconnected 

and the routing protocol reflects that, thus we assume that all packets sent during that 

period are lost and they should be sent again when connection is regained. This may 

lead to duplicate packets, with which the receiving application should deal. 

An independent thread manages the process of sending packets from the buffers. 

Its main function is to ensure that all the packets from the buffers are placed in the 

stack to be sent. The transmission rate for the LB packets is controlled using a leaky 

bucket algorithm. When the maximum number of tokens sent is reached the thread that 

manages the sending is put in sleep mode saving CPU processing power. We use a 

timer interrupt, activated each second, to reset the number of tokens to zero and wake 

the thread so it can verify the packets’ destination state and re-start to send the LB 

packets if it is reachable. We only interrupt this transmission process if the LBs are 

empty or if the packets’ destination becomes unreachable. Note that before sending 

each packet, a routing table lookup is made to ensure that there is a route to the desti-

nation. 

The usage of a timer interrupt and an independent thread together with a routing 

table lookup allows managing the packet transmission rate and at the same time ensure 

that only the packets that have end-to-end path to the destination are sent. Fig. 3 de-

picts the buffers emptying process. 
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Fig. 3. Buffer Emptying Diagram 

 

Tunable parameters. We defined a set of tunable parameters read through the 

Sysfs2, file system. The parameters that the user can tune are: i) the packets destination 

IP address and port number for filtering, ii) the buffers’ sizes, and iii) the buffers’ 

transmission rate. These tunable parameters allow the adaptation of the solution pro-

posed to many MANETs scenarios and protocols, achieving a high degree of flexibil-

ity. 

The buffers’ transmission rate can be adapted to the capabilities of a MANET. In a 

scenario where the bandwidth available is abundant, the buffer transmission rate can 

be set to use all the available bandwidth. However, in scenarios where this is not the 

case, the buffers’ transmission rate could be limited to ensure that the data will eventu-

ally reach the destination. Either way, currently our approach requires some 

knowledge about the MANET and application to efficiently parameterize DisToNet.  

                                                           
2  Sysfs is a mechanism for representing kernel objects, their attributes, and their relationships 

with each other.  It provides a kernel  programming  interface  for  exporting these  items,  

and  a  user  interface  to view  and  manipulate  these  items  that  maps back to the kernel 

objects which they represent 
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5 Performance Evaluation 

We implemented and tested our proposed solution on a Raspberry PI B+ using the 

Raspbian3 operating system. The disconnection periods were emulated by manipulat-

ing the routing table information using static routes. The metrics used to evaluate the 

solution were CPU and memory usage monitored using sysstat4.  

We created a controlled test environment with a sequence as follows: 1 minute af-

ter the test begins, the node starts to send traffic for 1 minute; then it waits another 

minute during which our LKM is loaded into the node’s kernel, afterwards it starts a 

second sending session. The second sending session lasts 3 minutes, but after one 

minute, the node loses connection to the packets’ destination. One minute after the 

second sending session finishes, the node regains connectivity to the packets’ destina-

tion. The traffic for the tests was generated at 1Mbit/s, with packets of 1470 bytes of 

payload, using iperf5. We defined the size of the SBs as 750 KB, the size of LBs as 

26 Mbytes and the transmission rate for the packets in the buffers was set to 1 Mbit/s. 

5.1 System Resource Consumption 

Fig. 4 shows the CPU usage for when the traffic is generated locally. The two ini-

tial spikes of the CPU usage in the figure correspond to traffic transmission periods 

when the node has connectivity to the destination packets. The CPU usage is approx-

imately the same when the node is transmitting traffic normally and when it is trans-

mitting traffic with the LKM loaded and using SBl. When the node loses connectivity 

to the packets’ destination (t= ± 04) and starts buffering, the CPU usage decreases. 

This happens because the LKM is deviating the packets to the LBl not allowing them 

to proceed their normal flow through the stack. When the node regains connectivity 

with the destination (t ± 07), it starts to send the buffered packets (LBl). Since the 

packets are queued in the exact same point from where they were deviated to the buff-

ers, the CPU usage during the buffer emptying process is less than the previous traffic 

transmissions.  

We made the exact same test but only forwarding traffic that another machine is 

generating. This scenario uses the SBf and LBf. As can be seen also in 4, the CPU 

usage increases slightly but follows the same pattern seen previously. In fact, during 

the first traffic transmission, when the LKM is not being used, the mean CPU usage is 

9,91%  (SD=3,53%) when the traffic is generated locally and 12,7% (SD= 5%) when 

the node is forwarding traffic.  Thus, forwarding traffic is more CPU expensive than 

locally transmitting independently of our LKM usage. 

 

                                                           
3 See: https://www.raspberrypi.org/downloads/ 
4 See http://sebastien.godard.pagesperso-orange.fr/ 
5 See: https://iperf.fr/ 
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Fig. 4. Node’s CPU usage 

 

Fig. 5 shows the memory usage when the node is locally generating the traffic and 

when the node is in a forwarding mode. In both cases, the memory used increases 

during the disconnection period and decreases when the buffer emptying process 

starts. However, during the forwarding process, the amount of memory used is almost 

four times more than when the node is locally generating the traffic. We observed that 

the difference in memory used is caused by the different sizes of the SKBs used by the 

Linux stack for forwarded or locally generated traffic. Moreover, the memory usage is 

mostly influenced not by the packets’ payload size but by the number of packets that 

need to be stored.  

 

 

Fig. 5. Memory usage during local traffic generation 

5.2 Network Performance 

We assume that all packets sent during the time taken by the routing protocol to 

detect that a destination is disconnected are lost and need to be sent again. This will 

cause possible duplicates since some packets sent during this period could still reach 

the destination. This amount of duplicates will be directly related to the routing proto-

col reaction time to topology change, i.e. longer reaction time will lead to more possi-

ble duplicates. However, since routing protocols are created to rapidly respond to 

topologies changes these detection periods are usually small. For example, OLSR by 

default takes 6 seconds to detect a topology change. In a period where a disconnection 

takes 2 minutes, the amount of duplicates sent until the node regains connectivity 
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would correspond only to 5% of the total data sent. Considering other metrics like 

delay and jitter, it will depend on the parameterization of the transmission rate of the 

buffered packets. On the other hand, a significantly improvement is seen in packets 

losses, since we are buffering the packets during the disconnection periods for re-

sending after connectivity is regained. There may be losses due to the SB not being 

able to accommodate all traffic during large periods of disconnection, but this may be 

configured by the user in the parameterization of DisToNet. 

6 Conclusion 

We proposed DisToNet to transparently support periods of network partitioning in 

MANETs. We describe the solution and implementation using the Netfilter frame-

work. Finally, we evaluate the impact in the system’s performance experimentally, 

using an RPi platform. We conclude that the DisToNet can improve reliability across 

periods of disconnection at the cost of some duplicate packets, and the implementation 

causes very little impact on system resource consumption.  

Further work includes designing algorithms that can learn parameterization of the 

buffer sizes and transmission rates from MANET behavior, more extensive testing of 

the implementation in varied networking scenarios, improving support to larger dis-

connection periods, and quantifying the dependence of duplicates on the number of 

hops between origin and destination. 
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Abstract. The emergence of coherent optical transmission systems as the key
technology for long-haul transmission of 100 Gb/s per channel and beyond, as-
sociated with ultra-fast digital signal processing (DSP) technology has revolu-
tionized the optical communication systems. In this case, long-haul fully uncom-
pensated links can be compensated at receiver-side. In this paper we show the
feasibility of digital equalization of chromatic dispersion (CD) in coherent opti-
cal transmission systems using both time-domain (TD) and frequency-domain
(FD) implementation. For TD and FD equalization we use the FIR filter and
overlap-save algorithm, respectively. Besides, an overview of the both TD and
FD implementation, we also evaluate their performance and computational effort
considering a single channel QPSK long-haul optical link operating at 50 Gb/s,
which in turn validates the feasibility of both algorithms. In addition, we demon-
strate the hardware equalization of CD using FIR filter for single channel system
operating at 50 Gb/s.

Keywords: Optical communications · coherent detection · digital signal process-
ing · chromatic dispersion · TD · FD.

1 Introduction

Chromatic dispersion (CD) has traditionally been one of the most limiting impairments
for the transmission reach and data rate of optical fiber systems [4, 16]. The use of dis-
persion compensating fibers (DCF) to inline compensate for CD in the optical domain
has marked an era of long-haul optical communications. However, several disadvan-
tages arise from the use of optical dispersion compensation, including signal-to-noise
ratio (SNR) penalties due to enhanced noise and nonlinearities [5] and inflexibility to
modifications on the fiber link and/or transmitted signal. The need for the spectral ef-
ficiency improvement in core networks has brought the coherent detection back as the
key technology, in which combined with the advanced digital signal processing (DSP)
technology, allow that the CD equalization (CDE) is fully performed in digital domain
at receiver-side [6, 9], provided that the minimum sampling rate requirements are met.
Although the CDE algorithms are well known case of study, the commercial deploy-
ment of these technologies still requires efficient and flexible hardware implementa-
tions. Thus, the analysis of CDE algorithms in terms of the hardware implementation is
also of the crucial importance.

Proceedings of the Doctoral Symposium in Informatics and Telecommunications Engineering

DSIE|16 p.85



The digital CD equalization in coherent optical systems can be either implemented
in time-domain (TD) [1, 2, 5, 12, 15, 16] or frequency-domain (FD) [3, 7, 8, 13]. The TD
implementation can be performed using finite-impulse response (FIR) filters, resorting
to either direct or transposed form, where the filter coefficients can be obtained a priori
from the amount of accumulated CD, by applying a closed-form analytical formula-
tion [12], or through a frequency-domain transfer function [15]. The infinite-impulse
response (IIR) filters has also been proposed in order to reduce the number of the filter
coefficients, however the feedback structure of IIR filters is a major drawback for real-
time implementation [2]. The FD implementation is performed resorting to the use of
fast Fourier transform (FFT) and inverse fast Fourier transform (IFFT), which makes
FD equalization (FDE) more attractive regarding to the algorithms complexity. For an
uncompensated long-haul fiber links, where the accumulated dispersion is large and
high filter order is required, the FDE tends to be more computationally efficient than
TD equalization (TDE) using FIR filter [14]. However, the use of FIR filter simplify the
real-time implementation, since it avoids the use of block processing from FFT/IFFT
. Therefore, several researches have been performed in both TDE and FDE in order to
reduce the algorithm complexity [1, 3, 5, 13].

In this paper, an overview of TD and FD compensation techniques for chromatic
dispersion is presented. Besides, an analysis of the algorithm complexity is also per-
formed in terms of the number of real multiplications. Finally, the TD implementation,
using FIR filter, is offline demonstrated in a field-programmable gate array (FPGA).

The structure of this paper is as follows. In section 2, the theoretical formulation
behind CD is provided for both TD and FD. Section 3 refers to the numerical results
where the performance and complexity of TDE and FDE are evaluated. In Section 4
the hardware implementation of TDE is presented, in addition with its performance
analysis. Finally, in section 5, the main conclusions are presented.

2 Theoretical Formulation

Neglecting the effects of fiber nonlinearities, a noiseless optical fiber transmission sys-
tem can be described in frequency domain as,

Arx(ω) = HCD(ω)Atx(ω), (1)

where Atx and Arx correspond to the Fourier transforms of the transmitted and received
signal as a function of the angular frequency, in rad/s. HCD represents the chromatic
dispersion transfer function, which, by neglecting higher-order dispersion terms, can be
written as

HCD(ω) = exp
(
− j

β2

2
ω

2L
)
, (2)

where β2 represents the group velocity dispersion in ps2/km and L is the fiber length in
km. By analysing the HCD(ω) it can be noted that CD operates as an all-pass filter with
gain one [2]. The time response can also be obtained easily by applying the IFFT to the
chromatic dispersion transfer function.
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Fig. 1. Symmetric FIR filter implementation diagram.
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Fig. 2. Overlap-save algorithm implementation for CD equalization in frequency-domain.

2.1 TD Equalization of Chromatic Dispersion

Since the CD is a linear phenomenon it can be compensated by using a linear FIR
or IIR filter, in time-domain. The goal of these filters is to apply the inverse effect of
chromatic dispersion and consequently recover the desired signal without dispersion at
the receiver. Therefore, using FIR filter the compensation of CD can be performed as

Aeq(n) =
Ntaps−1

∑
k=0

Arx(n− k)b(k) , (3)

where b(k) corresponds to the FIR filter coefficients, Ntaps is the required number of
filter taps, Arx is the received signal and Aeq is the equalized signal. For a static opti-
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cal link in which the dispersion characteristics are a priori known, the tap weights of
FIR filter can be determined from the inverse Fourier transform of the linear transfer
function [12], defined in Eq. (2), as

b(k) =

√
jcT 2

Dλ2L
exp
(− jπcT 2

Dλ2L
k2
)
, (4)

where T is the sampling period, D is the dispersion coefficient of the fiber, c is the speed
of light, λ is the central wavelength of the transmitted optical wave and b·c correspond-
ing to the nearest integer. The value of Ntaps is defined as the minimum number of taps
required for CD compensation with negligible penalty and is given as

Ntaps = 2
⌊ |D|λ2L

2cT 2

⌋
+1. (5)

Eq. (5) clearly shows that the number of filter taps for TDE increases with the increase
of accumulated dispersion, which in turn increases with L. Besides, we can note that the
inverse of the impulse response of the dispersive fiber is symmetric about its center, thus
implying that the filter coefficients are also symmetric. Therefore, taking into account
the symmetry of the FIR filter taps, an example of direct form implementation of FIR
filter with odd symmetry is shown in Fig. 1. However, the diagram of FIR filter with
even symmetry can be also easily implemented.

2.2 FD Equalization of Chromatic Dispersion

From the Eq. (1) it becomes apparent that a zero-forcing equalizer with transfer function
Hcd(ω) = H−1(ω) can be employed to determine the equalized optical field envelope,
Aeq(t), at the expense of the received signal, Arx(t), as

Aeq(t) = F−1{HCD(ω)F{Arx(t)}}, (6)

where F and F−1 represent the Fourier transform and inverse Fourier transform op-
erator, respectively. Note that the direct implementation of Eq. (6) is not feasible in
real-time processing, since it applies a circular convolution instead of the required lin-
ear convolution. However, this can be easily overcome by using overlap frequency
domain equalization, where block processing is required, employing the well-known
techniques, the overlap-add or overlap-save methods. Using this technique a large input
stream to the filter is broken into blocks of shorter lengths. The outputs of successive
blocks are computed and concatenated in a proper way to generate the total output [10].
An example of one of this methods is shown in Fig. 2. Taking into account this imple-
mentation, the length NFFT of the FFT/IFFT operation must be defined. Usually, it is
defined as a function of channel memory, which can be assumed as the length of the
discrete impulse response of the equalizer, Ntaps, and the minimum value of NFFT is de-
fined as the next power of two of NFFT [14]. The minimum value of NFFT is defined in
order to ensure the negligible performance penalty of FDE, nevertheless this parameter
provides an additional degree of freedom that may be utilized to minimize the algorithm
complexity. As it has been shown, the value of NFFT can be optimized as [8]

NFFT = KNtaps, (7)
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where K is an integer value which can take values between 4 and 10, and Ntaps follows
the Eq. (5).

2.3 TD and FD complexity analysis

In order to evaluate the computational effort of TD and FD algorithms, in this section
we focus on the number of real multiplication operations to obtain an equalized sample.
Although the main operations for the TD and FD equalization algorithms are additions
and multiplications, it is known that the multiplications exceed by far the complexity of
additions [14]. Therefore, we have measured the computational effort in terms of com-
plex multiplications only. The complex multiplication is considered to be implemented
with 4 real multiplications.

For TD implementation, using FIR filter, in which the impulse response of the filter
is symmetric with length Ntaps, the number of real multiplication required to obtain an
equalized sample is given as

Nrm = 4
[
(Ntaps−1)

2

]
. (8)

For FD implementation, to obtain an equalized sample an FFT operation is required,
followed by the multiplication of signal spectrum with the NFFT -point transfer function
of the equalizer, and finally an IFFT of the same length is carried out. From these
operations it can be seen that the main complexity of FD equalization is associated with
FFT/IFFT. As it is well known, there is a large diversity of different FFT algorithms
implementation, however the most common one is the classical radix-2 algorithm, for
which the length of the vector to be transformed needs to be equal to a power of 2 [8].
Taking into account these considerations, the number of real multiplication to obtain an
equalized sample is given as

Nrm = NFFT

(
4log2(NFFT )+4
NFFT −Ntaps +1

)
, (9)

3 Numerical Results

In this section, we have evaluated the performance and the complexity of TDE and
FDE through the simulation results. Therefore we have considered the simulation setup
as follows. A single channel quadrature phase-shift keying (QPSK) signal at 50 Gb/s is
propagated over a several fiber spans with 80 km each. We have used a standard-single
mode fiber (SSMF) with β2 = −20.4 ps2/km and α = 0.2 dB/km. Fiber loss can be
perfectly compensated at the end of each fiber span by an Erbium-doped fiber amplifier
(EDFA) with 5 dB noise figure. The transmission system is first simulated in MAT-
LAB, and the obtained distorted electrical signals are then fully post-processed also in
MATLAB. The obtained electrical signals are then converted to digital signals, where a
third-order Butterworth low-pass filter with cutoff-frequency at 80% of the symbol rate
precedes the downsampling stage, and 2 samples per symbol are provided for the subse-
quent DSP algorithms. Chromatic dispersion equalization is performed using both TD
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and FD chromatic dispersion equalizer. Since only a single polarization is considered
in the simulation, the polarization demultiplexing is not required. Therefore, the phase
estimation is performed and finally, symbol decoding is performed and the bit error rate
(BER) is assessed.

200 256 300 360 450512 1024 2048

10
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10
−3
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−1

Number of FIR Taps and FFT block−size

B
E

R
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FDE

Fig. 3. Evaluation of the impact of number of FIR taps, Ntaps, and FFT block-size, NFFT , on the
performance of TD and FD equalizer. The performance is evaluated in terms of BER.

Fig. 4. Performance evaluation, considering BER as figure of merit, of TD and FD equalization
for different values of fiber length, L; Performance evaluation, considering Q-factor penalty as
figure of merit, in function of accumulated dispersion. The penalty is calculated over FD relatively
to the TD equalization.

Initially, we start by evaluating the impact of number of FIR taps, Ntaps, and FFT
block-size on the performance of TD and FD equalizer, respectively. Hence, we have
evaluated the evolving of BER in function of Ntaps and NFFT considering a fiber length,
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L = 1600km. This analysis allow us to determine the minimum values for Ntaps and
NFFT which impose a negligible performance penalty for each implementation, Fig. 3.
As it is shown in the Fig. 3, for the TDE the performance increases with the increase
of Ntaps and the stabilization (maximum performance) is achieved from the vicinity of
theoretical value of Ntaps, 513, which validates Eq. (5). Nevertheless, it should be noted
that the value of Ntaps can be still reduced at the cost of small penalty [11]. In a similar
way, for the FDE the maximum performance is stabilized from the NFFT = 1024, which
is the next power of two of 513, according to the expectation, Eq. (7) for K = 1. Fur-
thermore, note that from the minimum value of Ntaps and NFFT the performance does
not increase with the increase of Ntaps and NFFT , instead remaining almost constant.

Moreover, we have evaluated the performance of TD and FD equalization in func-
tion of fiber length, L. As mentioned previously, for each value of L it is required to
find the minimum value of Ntaps and NFFT that provides the minimal impact on sys-
tem performance. According to the previous achieved validation, for the calculation
of Ntaps and NFFT we have followed the Eq. (5) and Eq. (7), respectively. Follow-
ing these considerations, we have evaluated the evolution of BER in function of fiber
length, as illustrated in left Fig. 4. Note that each span corresponds to 80 km. As can
be seen, by ensuring the lower bound value for Ntaps and NFFT , the performance of TD
and FD implementations is almost the same, which validates the feasibility of digital
post-compensation of chromatic dispersion in coherent optical system using the both
implementations. We have also noted that considering the FEC limit of 3.8×10−3 an
uncompensated link over 4000 km can be achieved. The same conclusion can be also
taken by calculating the Q-factor penalty of FD implementation relatively to the TD
implementation. From the right Fig. 4 we can note that the penalty is almost zero, for
the considered fiber length range. Thus, we can conclude the behavior of TD and FD
implementation are the same both for low BER as for high BER.

Fig. 5. Calculation of Ntaps and NFFT for different values of L for a system operating at 50
Gb/s; Complexity analysis in terms of RMs in function of accumulated dispersion for a system
operating at 50 Gb/s.
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In left Fig. 5 we have presented the evaluation of Ntaps and NFFT for different values
of fiber length, L. In order to ensure the penalty free of FDE, it has been considered
that NFFT = 4Ntaps, although these values can still be better tuned in order to obtain
the minimum computational effort for FD implementation. As expected, it can be seen
that both, Ntaps and NFFT increase with L, which indicates that they increase with the
increase of accumulated dispersion. Note also that, although the high increase of Ntaps
and NFFT with L, while the increase of Ntaps is regularly, the increase of NFFT is more
abrupt. This fact is due to the power of two consideration in its calculation. Therefore,
these results indicate that for high value of L, Ntaps and NFFT are very high, which
in turn imply a high computational effort for the hardware implementation of these
algorithms. Nevertheless, it is already shown [11] that it is possible to reduce the number
of taps by about 60% of the theoretical minimum value, given by Eq. (5), with a minimal
impact on system performance. This number can be considered as the lower limit for
an effective CDE, providing a reduction of the computational effort required by the TD
and FD implementation.

In addition, we have also evaluated the complexity of TD and FD implementation.
The comparison of these two implementations is performed in terms of real multiplica-
tions in function of Ntaps, as illustrated right in Fig. 5. The values of NFFT are obtained
as NFFT = 8Ntaps in order to minimize the computational effort for FD implementation.
It can be seen that for the very low values of L the TD implementation requires lower
effort than FD implementation. However, as the fiber length increases the effort of FD
implementation tends to approximate to the TD implementation, up to a point that it
becomes to require lower effort. Therefore, becomes evident that the FD equalization
requires less effort than TD equalization for high values of CD. Indeed, as it is already
analysed [14], the complexity grows linearly with CD for the TD implementation, how-
ever it grows logarithmically for the FD implementation. Thus, for high bit rate and
long-haul optical fiber link, where the accumulated CD is high, FD implementation is
more efficient in terms of computational effort than TD implementation.

4 Hardware Implementation

In order to show the feasibility of CD implementation, the hardware implementation
has been performed in time-domain using the symmetric FIR filter following the Fig. 1.
The implementation is performed using the hardware description language VHSIC
Hardware Description Language (VHDL) and Xilinx Integrated Synthesis Environment

Table 1. Performance of CD using FIR filter in function on the input signal bit precision

Input Signal Bit Precision BER EVM

[3,6] 0 20.98

[3,5] 0 21.03

[2,6] 1.1142e-02 31.42
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Fig. 6. Diagram flow of hardware implementation of FIR filter.

(ISE) design environment for FPGA. It is worth to highlight that the implementation is
carried out only for TD since the aim of this section is only for the proof of concept,
of digital CD implementation in hardware. Therefore, a brief hardware implementation
structure, for single channel system is presented, as illustrated in the Fig. 6. Note that the
Fig. 6 only shows the operations flow, bypassing the implementation details. We have
used two buffers to store and shift the input samples. Considering the parallelization
level of 1, for each clock cycle the buffer receives one sample and outputs Ntaps sam-
ples. Then, it is used Ntaps−1

2 complex adders (CAs) which symmetrically sum Ntaps−1
shifted input samples from the buffer. Next, we have used Ntaps−1

2 + 1 complex multi-
pliers (CMs) to multiply the outputs of CAs, considering also the middle sample which
is not summed, with Ntaps−1

2 + 1 coefficients, previously stored in a read only mem-
ory (ROM). Finally, the outputs of CMs are summed to obtain the equalized sample,
which is then stored in a registers. To study the performance of hardware implementa-
tion of TDE, BER and error vector magnitude (EVM) has been evaluated as a function
of the the bit precision of input samples. Using the fixed-point representation, the input
samples values are represented in the form [a,b] where a and b are the number of bits
representing integer and fractional part of values, respectively. The simulation results
are presented in Table 1, for a single channel system operating at 50 Gb/s, considering
21-taps FIR filter. Analysing the Table 1, we can validate the hardware implementa-
tion of CDE in TD. Besides, it is noted that the use of bit precision [3,5] yields a good
compromise between performance and implementation complexity, for the considered
simulation scenario.

5 Conclusions

In this work, we demonstrate that even for high value of accumulated dispersion, over
long-haul optical link, the CD can be digitally compensated at receiver-side. We note
that using the minimum values for Ntaps and NFFT the performance of TDE and FDE
is practically the same, as analysed from Q-factor penalty. Nevertheless, the computa-
tional effort for FDE is much lower than the TDE, mainly for high value of accumulated
dispersion. We have validated, in offline mode, the hardware implementation of TDE
using FIR filter. We have noted that the input signal bit precision defines a compromise
between performance and implementation complexity.
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Abstract. Reliable banknote recognition is critical for detecting coun-
terfeit banknotes in ATMs and help visual impaired people. To solve
this problem, it was implemented a computer vision system that can
recognize multiple banknotes in different perspective views and scales,
even when they are within cluttered environments in which the lighting
conditions may vary considerably. The system is also able to recognize
banknotes that are partially visible, folded, wrinkled or even worn by
usage. To accomplish this task, the system relies on computer vision al-
gorithms, such as image preprocessing, feature detection, description and
matching. To improve the confidence in the recognition results, the fea-
ture matching results are used to compute the contour of the banknotes
using an homography, that later on is validated using shape analysis al-
gorithms. The system successfully recognized all Euro banknotes in 80
test images, even when there were several overlapping banknotes in the
same test image.

Keywords: banknote recognition · feature matching · computer vision
· shape analysis

1 Introduction

Banknotes play a critical role in our trading society, and although digital cur-
rency is becoming popular, physical banknotes still account for a large amount
of the local transactions. As such, systems that are able to recognize banknotes
can be applied to aid in the manipulation of this type of currency. These kind of
systems are critical for visually impaired people [9], since they allow them to be
more independent while avoiding the help of untrusted people. Also, they can in-
crease the security and reliability of ATMs [22], by making sure the maintenance
operations are performed correctly and the valid banknotes are not replaced with
counterfeits. Other less critical applications are related with automatic sorting
and counting of banknotes to speedup transactions and money transfers. For
these types of systems to be effective and useful, they must be able to recognize
folded, wrinkled and worn banknotes in several perspective views, scale dimen-
sions, and should also tolerate cluttered environments with different lighting
conditions.
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With these goals in mind, it was implemented a computer vision system
capable of reliably recognize banknotes using a camera. It starts by preprocessing
the input images in order to remove environment noise and improve contrast
and brightness. Then relevant keypoints and their associated descriptors are
computed, to later be used to find the best matching in a database of valid
banknotes. The correct matching of keypoint descriptors is critical to ensure
the proper recognition of the banknotes. As such, methods to filter the inliers
from the matches are employed. There are several techniques to perform such
filtering, such as the ratio test [14] and the homography outlier removal [3].
Although these techniques can yield very good results, a postprocessing shape
analysis is applied to make sure the results obtained are really banknotes. This
is related to the fact that the matching of several parts of wrinkle banknotes
may result in the recognition of multiple instances of the same banknote. In
addition, images similar to banknotes or from other countries currencies may
yield incorrect partial matches. As such, this postprocessing phase is critical to
ensure the correct recognition of the banknotes. This phase starts by computing
the banknote contour using the retrieved homography, and then removes any
banknote recognition result that has a convex contour, or has its area, circularity
and aspect ratio outside the acceptable ranges for banknotes. To detect multiple
banknotes in the same image, the inliers of the last recognized banknote are
removed and the process presented earlier is repeated until there are no more
valid matches.

In the following section it will be presented an overview of several approaches
that can be used to perform banknote recognition. In Sect. 3 a detailed descrip-
tion of the implementation will be provided. In Sect. 4 the representative results
of the recognition system will be given and in Sect. 5 it will be discussed the
robustness and reliability of the system. Finally, the conclusions will be given in
Sect. 6.

2 Related Work

There are several approaches that can be used to successfully recognize ban-
knotes [17], and they range from simple but less robust techniques to more
advanced and accurate systems [9]. Template matching is one of the simplest
recognition methods, which tries to find the banknotes in an image by simple
bitmap comparison. But this approach has the limitation that both the reference
banknotes and its targets in the image must have the same size and perspec-
tive view. To mitigate this restriction, the comparison could be done in several
scales and orientations, but it would not be very efficient. The dynamic template
matching proposed in [16] could be used instead, but it still is not the best way to
handle the recognition. Another way to tackle this problem would be to perform
color and shape segmentation of specific parts of the banknotes, like the method
proposed in [24]. But this leads to a very specific implementation that would
require fine tunning for each banknote, and it would need a lot of effort to suc-
cessfully recognize all banknotes from both sides. A more broad implementation
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could use the size, color and texture of each banknote to perform the recognition
[10], but like the previous case, it would require extensive parameterization to
recognize each banknote, and would have to take in consideration the accuracy of
the distance measurements, because several types of banknotes may have similar
sizes. A more robust implementation could use Principal Component Analysis
or even adapt the eigenfaces algorithm to try to recognize the banknotes [8], but
this can have some problems when the perspective of the reference banknotes is
very different from the ones in the image.

For detection of counterfeit banknotes, ultra violet or infra-red light could
be used to highlight specific parts of the banknotes that are hard to duplicate
and easier to recognize [12]. Other similar technique takes advantage of the fact
that specific parts of the banknotes are highlighted when they are illuminated
with LEDs with different colors and intensities [19]. Another approach takes in
consideration the electromagnetic fields present in sections of the banknotes to
perform the recognition [18]. But all these techniques require special hardware
that is too expensive. Moreover, they are not meant to be used by visually
impaired people.

Some of the most common techniques used to perform banknote recognition
rely on machine learning algorithms, such as Support Vector Machines [25],
Artificial Neural Networks [7], and Hidden Markov Models [11]. These techniques
usually apply some sort of clustering of features before training the classifier, such
as the Bag of Keypoints model [6], or try to extract relevant features from the
reference images. After the training, the classifiers can be used to recognize the
banknotes. Although this is a good approach for general recognition, it may not
be very precise in calculating the exact location and contour of the banknotes.

3 Implementation

The following sections present the main processing stages of the implemented
banknote recognition system (overview shown in Fig. 1). The C++ source code
along with the complete results are available at 1. To speed up development, the
Open Source Computer Vision (OpenCV) library was used.

3.1 Reference image database setup

In order for the system to be able to recognize the target banknotes, a database
of valid instances must be computed. This database contains the descriptors
associated with the keypoints for each preprocessed banknote (from both sides).
To improve the detection of the relevant parts of the banknotes and to avoid the
usage of sections that are similar across several banknotes, the keypoint detection
algorithm is only applied inside the manually created masks associated with each
banknote. Only relevant parts such as the banknote number and unique textures
or patterns are included in the banknotes masks (only the white areas shown in
Fig. 2 will be used to compute the keypoints of a 500AC banknote).

1https://github.com/carlosmccosta/Currency-Recognition
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Banknote 
database setup

Image 
preprocessing

 Image preprocessing
 Selective keypoint detection using masks
 Keypoint description

 Bilateral filter
 Histogram equalization (CLAHE)
 Contrast and brightness adjustment

Banknote 
recognition

 Keypoint feature matching
• Brute Force Matcher, FLANN Matcher

Recognition 
inliers filtering

 Descriptors ratio test
 Homography computed with RANSAC

Recognition 
analysis

 Banknote contour with
• Reasonable area
• Convex shape
 Within acceptable ranges

• Circularity
• Aspect ratio
• Global and local inliers percentage

Results

 If recognition successful, remove matched 
inliers and try to recognize another 
banknote

 Otherwise, create an image overlay with the 
recognized banknotes contours and values

Image analysis

 Keypoint detection
• SIFT, SURF, GFTT, FAST, ORB, BRISK, STAR, MSER
 Keypoint description

• SIFT, SURF, FREAK, BRIEF, ORB, BRISK

Fig. 1. Overview of the main processing stages of the banknote recognition system

Fig. 2. Front and back of a 500AC banknote with associated feature detection masks

3.2 Preprocessing

To improve the detection of good features and ensure that the system has robust
recognition even when the images have considerable noise, a preprocessing step is
applied. In a first phase, most of the noise is removed using a bilateral filter. This
filter was chosen because it preserves the edges of image blobs, which are very
valuable structures in the detection of feature points. After the noise is reduced,
a Contrast Limited Adaptive Histogram Equalization (CLAHE) is applied to
increase the contrast. This can improve the recognition of the system when the
images are taken in low light environments. This technique has better results
over the simple histogram equalization because it can be applied to images that
have areas with high and low contrast, and also limits the spread of the noise.
Finally, it is also possible to manually tune the contrast and brightness. Figure 3
shows the impact of the preprocessing stage in an image which had camera sensor
noise (left) and high brightness shifts (right) due to wrinkled plastic.
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Fig. 3. Impact of preprocessing stage on two pairs of images (original image on the
left, preprocessed image on the right)

3.3 Recognition

The recognition is the most critical phase in the system, in which the provided
image is analyzed to extract the banknotes monetary value and their contour.
The current implementation supports recognition of multiple banknotes in the
same image, even if they are partially occluded. The system is able to recognize
any type of banknotes. The Euro currency was selected for the computation of
the results, but any other currency can be used. To setup the system for other
currencies it is only necessary to replace the database images and masks with
the intended currency images. To improve the robustness of the system, 3 levels
of detail for each banknote are provided (with images having pixel width of 256,
512 and 1024 respectively). For an ideal banknote recognition result, the image
resolution of both the reference and the target images should be the same. But
converting a high resolution banknote database to the image banknotes resolu-
tion has a considerable processing overhead, and as such, to allow the system to
be more efficient and able to run in real time, a compromise between precision
and computation time was achieved by precomputing the reference images in 3
different scales. At run time, the appropriate level of detail is selected according
to the resolution of the target image. The reason for several levels of detail is
related to the fact that the geometry of the banknotes changes drastically from
a low resolution to a high resolution banknote image. As a result, the computed
keypoints and their associated descriptors will be considerably different and the
recognition of the banknotes will likely fail. This can be clearly seen in Fig. 4.
This approach mitigates this problem by selecting the most similar database
image resolution in relation to the banknotes in the image being analyzed.

Fig. 4. Impact of image resolution when computing SIFT keypoints from a very low
resolution image (left) to a high resolution image (right) of the hologram of a 500AC
banknote
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Feature detection Feature detection is the initial recognition step in which in-
teresting keypoints for matching are identified in the image. These keypoints are
normally selected by analyzing the edges, corners, blobs or even ridges. Also, the
keypoints provide a condensed representation of the image, which significantly
speeds up matching (compared to bitmap or blob matching). To allow fine tun-
ing of the system, the implementation supports the usage of one of several fea-
ture detection algorithm, namely, Scale Invariant Feature Transform (SIFT) [14],
Speeded Up Robust Features (SURF) [4], Good Features to Track (GFTT) [23],
Features from Accelerated Segment Test (FAST) [20], Oriented FAST and Ro-
tated BRIEF (ORB) [21], Binary Robust Invariant Scalable Keypoints (BRISK)
[13], STAR [1] and Maximally Stable Extremal Regions (MSER) [15].

Keypoint descriptor extraction The feature description step associates to
each keypoint a description of its surroundings, in order to allow the matching of
keypoints. This normally involves the computation of n-jets or local histograms
and the final result is a vector in an n-dimensional space characterizing each
keypoint. In order to detect instances with different perspective views, these
descriptors must be scale and rotation invariant. Also, they should tolerate dif-
ferent lightning conditions. There are several algorithms that can accomplish
this task, and as such, they were included in the implementation and can be
selected to fine tuning the system. It was included the SIFT [14], SURF [4],
Fast Retina Keypoint (FREAK) [2], Binary Robust Independent Elementary
Features (BRIEF) [5], ORB [21] and BRISK [13] feature descriptors.

Descriptors matching In order to detect multiple banknotes in the same
image, a correct matching between the image descriptors and the reference ban-
knotes descriptors must be established. This initial matching can be performed
using either a brute force or a heuristic approach. In the brute force approach,
each descriptor in the image is compared with all descriptors in the reference
image to find the best correspondence. In the heuristic approach using the Fast
Library for Approximate Nearest Neighbors (FLANN), several optimizations are
employed to speed up the computations. These optimizations can be related to
the appropriate selection of which keypoints to match and to the use of efficient
data structures to speed up the search (such as k-d trees).

Inliers filtering After the initial matching, an inliers filtering phase is applied.
It starts by applying a ratio test [14] and then refines the results with the com-
putation of a homography. In the ratio test, each image keypoint descriptor is
associated with the two best reference image descriptors. This allows to decide
if the matching is correct or not, by computing the ratio between the distances
of these keypoint descriptors. The rationale behind it is that if the ratio is close
to 1 then there are two points with equivalent match probability, and as such,
it is very likely that this is an incorrect match and should be discarded.

The refinement of the inliers is performed with the computation of a homog-
raphy that allows the mapping of the positions in the database reference image
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to the positions in the target image, in which the banknotes to be recognize
reside. This is achieved by using the Random Sample Consensus (RANSAC)
method to find the homography that best fits the detected keypoints. Since this
is a RANSAC method, it iteratively tries to find better results by randomly se-
lecting the supporting keypoints until there is a high confidence on the results
(which occurs when the found homography transformation applied to the ref-
erence keypoints yields a high percentage of keypoints positions close enough
to the target keypoints) or the maximum number of 5000 iterations is reached.
The rationale behind using such method is that the geometry of the banknotes
is planar, and if it is assumed that in most cases the banknotes that are going
to be recognize have also planar geometry, then a homography can be used to
analyze if a match is correct or not. This classification is performed by applying
the transformation computed by the homography to each reference keypoint and
check if a high percentage of the resulting points in the target image are close
to the position of the matched keypoints.

Having the inliers, two approaches can be used to decide if a valid banknote
was found or not. One technique relies in the computation of the global inliers
ratio in relation to the number of keypoints, and considers that there was a
correct match if this ratio is above a given threshold. This is the most appropriate
method for most of the banknote recognition cases. Another method that may
yield better results when the banknotes are partially occluded, is to consider a
correct match when one of the components of the masks (shown in Fig. 2) have
the local inliers ratio above a given threshold. The idea behind this approach is
to consider each patch of the image represented in the mask as a unique identifier
of a banknote. As such, if this local patch is correctly detected, then there is a
high confidence that the recognition of that banknote was successful.

Shape analysis When a banknote matching is considered valid, it undergoes a
postprocessing step in which its contour shape is analyzed. This step is crucial
to avoid the multiple detection of the same banknote when it is wrinkled or
folded. Also, it removes any recognition that have a contour shape that can not
be associated with a banknote.

The initial filtering is performed by removing any result which have a contour
with a very low area in relation to the whole image. In a second step, any result
without a convex contour is also removed. This is applied because a banknote
has a convex quadrilateral shape. It will never have a concave shape, even when
it is folded. The reason for this is that the contour is not computed from the
banknote borders. Instead a homography is used to map the 4 corners of the
reference image to the positions in the image in which the banknotes reside. A
final step removes any result that has a contour with a circularity or aspect ratio
outside the acceptable bounds. These bounds are retrieved from a database of
valid shapes (shown in Fig. 5).

Detection of multiple banknotes In order to recognize several banknotes in
the same image, the steps presented in previous sections were performed to every
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Fig. 5. Database of valid instances of banknote shapes

banknote reference image, and the best match was chosen. After the retrieval of
the best match, its inliers were removed from the keypoint set, and these two
steps were repeated again for every reference image, in order to find another
banknote. This is done until no valid match is found.

Only the inliers were removed from the keypoint set in order to be able to
successful recognize partially occluded banknotes. A less robust method (not
used), that will likely fail, removes the keypoints that are inside the banknote
contour. Although it might require less computation time to perform, it will fail
to detect banknotes that are on top of each other, because part of their keypoints
will be removed when one of the banknotes is detected.

4 Results

The system was tested with 80 test images (overview of banknotes value distribu-
tion shown in Table 1) that contained banknotes in the most common conditions,
such as different perspective views, cluttered environments, partially occluded
banknotes and also multiple banknotes per image (67 images had only 1 ban-
knote, 11 images had 2 banknotes and 2 images had 3 banknotes).

With the proper selection of the keypoint detection and description algo-
rithm (depending on the image contents), the system successfully recognized all
the 95 banknotes in the 80 test images. The most successful configurations are
shown in Table 2, which was built by manually inspecting each test image recog-
nition results and selecting the configuration which successfully recognized all
banknotes in the image and achieved better contour estimation.

In Fig. 6 to 9 are shown some representative results of the implemented
banknote recognition system, showing detection of banknotes with background
clutter, perspective distortion, folding and partial occlusion.

Table 1. Testing dataset overview

Banknote value 5AC 10AC 20AC 50AC 100AC 200AC 500AC
No of banknotes 15 12 19 19 6 9 15
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Table 2. Selection of the configurations with the best recognition results (1 per image)

Detector Descriptor Images with 1
banknote

Images with 2
banknotes

Images with 3
banknotes

SIFT SIFT 37 7 2
SURF SURF 24 3 0
GFTT SIFT 3 1 0
FAST SIFT 1 0 0
BRISK BRISK 1 0 0
ORB ORB 1 0 0

Fig. 6. Detection of a banknote in an ideal perspective view with and without back-
ground clutter (using SIFT detector, SIFT descriptors and BFMatcher)

Fig. 7. Detection of banknotes with perspective distortion and folding (left image used
SURF detector, SURF descriptors and BFMatcher while the right image used SIFT
detector, SIFT descriptors and BFMatcher)

Fig. 8. Detection of partially occluded banknotes (left image used GFTT detector,
SIFT descriptors and BFMatcher while the right image used SIFT detector, SIFT
descriptors and BFMatcher)
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Fig. 9. Detection of overlapping banknotes (using SIFT detector, SIFT descriptors and
BFMatcher)

5 Analysis of Results

Analyzing Fig. 6 to 9 it can be seen that the proposed recognition system man-
aged to correctly detect the euro banknotes with perspective distortion and
folding (shown in Fig. 7) and also with partial occlusion (presented in Fig. 8).
Moreover, it was able to detect several overlapping banknotes in the same im-
age (seen in Fig. 9). Optimal contour estimation was achieved with banknotes
without folding and few perspective distortion (example in Fig. 6).

Several configurations were tested by combining different feature detectors
with feature descriptors, and also using different approaches to perform the de-
scriptor matching and inliers filtering. Analyzing Table 2 it can be seen that
the configuration using SIFT as detector and descriptor in conjunction with a
brute force matcher achieved best recognition results. The best performance of
SIFT is mainly related to the fact that it can select feature points that can be
reliably detected even if the objects are in different perspective views. More-
over, it can compute descriptors that are robust to different lighting conditions.
For real-time use, the SURF feature detector and descriptor are more suitable,
since they achieve similar results with significant less computation time. This is
achieved mainly due to the simplification of the computations by using integral
images. The brute force matcher, although slower than FLANN, achieved better
results because unlike the heuristic approach, it matches all descriptors in order
to find the best correspondences. However, if the system is to be used in real
time, FLANN can be employed with very similar results and lower computation
time. In relation to the inliers filtering method, the best results were achieved
when the best matched reference image was selected based on the global in-
liers ratio. However for test images in which most of the banknotes regions were
occluded, the local inliers ratio performed better. This occurred because the lo-
cal matching of patches avoids the removal of recognition results that have low
inliers ratio.
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6 Conclusions

The proposed recognition system successfully recognized the 95 banknotes in the
80 test images, even when they had significant perspective distortion or were
partially occluded. It was also robust enough to handle folded and wrinkled
banknotes with different kinds of illumination. This was achieved by carefully
identifying the regions of the banknotes that had unique features in order to avoid
the usage of structures that were similar between banknotes. This technique in
conjunction with the usage of reference images with several levels of detail were
crucial to improve the correct matching of keypoints descriptors and ensure the
correct recognition of the banknotes. The system was configured to recognize
Euro banknotes, but can easily be reconfigured to detect other currencies. The
achieved results make it a viable option to be used by visually impaired people or
to improve automatic banknote counting machines and even increase the security
of Automated Teller Machines (ATMs) by detecting counterfeit banknotes.

Future work would include the test of the system using the banknotes under
ultra-violet and infra-red light in order to detect with higher confidence counter-
feit banknotes and also integrate the system with a speech synthesizer in order
to be usable by blind people.
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Abstract. Smart Nodes are intelligent components of sensor networks
that perform data acquisition and treatment, by the virtualization of
sensor instances. In this work, we present a methodology to improve the
number off calls a Smart Node makes to the network. The paper exposes
and explains the Smart Node internal structure, formally describing the
problem of minimizing the number of calls Smart Nodes make to Cloud
Services, by means of a combinatorial Constraint Satisfaction Problem
and using a Constraint Satisfaction Solver. Considering this methodology
to solve the problem, expected results are presented and conclusions are
formulated.

Keywords: Sensor Simulation ·Combinatorial Optimization ·Time Syn-
chronization ·Smart Nodes

1 Introduction

In this context, a Smart Node is a gateway. Those cyber-physical components
are sink nodes for Wireless Sensor Networks that have enhanced data process
and do have collaborative capabilities [9]. Considering a scenario that comprises
a reasonable number of these components, in which:

– Gateways are in constant synchronization with Intra/Inter Enterprise Cloud
systems.

– Gateways perform collaborative tasks by talking over the network.
– Human Machine Interface devices proceed to on demand requests to the

Smart Nodes.

A large number of messages is expected caused by a large number of devices
and services present.

Gateways collect data from different sensor types (eg: humidity, current, pres-
sure). These cyber-physical components aim is to be coupled to industrial ma-
chines, along with several sensors, which collect data from the machine oper-
ations; finally, collected data is treated and synchronized with Cloud systems
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that performs business intelligence. The majority of sensors coupled to indus-
trial machines are sampling data at very different rates and synchronizing the
collected data with the Smart Node, in the respective sampling frequency. A
Smart Node can embed a set of different data treatment modules. These mod-
ules can be instantiated to provide different ways of treating sensors data in a
graph arrangement.(Fig. 1) A gateway internal logic arrangement is represented
using a directed acyclic graph (DAG). The graph structure can be divided in
three levels, each with a different color assignment: the Sensor Level includes
sensor instances (bottom level, orange nodes), providing data to the gateway;
the data treatment level (middle level, blue nodes), includes nodes representing
instances of algorithms embedded at the gateway that can treat information in
several ways (eg: perform a mean calculation, perform trend analysis); the Net-
work Level (top level, green nodes) includes nodes where the flux resulting from
the inferior level nodes can be redirected to subscribing hosts in the network.
This internal structure can be dynamically rearranged: new sensors and data
modules can be loaded into the Smart Node; the connections between nodes
can be reformulated to synchronize and treat data in new ways. A problem of

Fig. 1. Internal Gateway configuration.

efficiency emerges due to the different rates at which the data is gathered from
the different sensors. When collected data reaches the Network Level nodes, it
is immediately sent to the subscriber, a network Cloud service. Slight time dif-
ferences in data availability to be sent lead the Network Level nodes to perform
new and individual calls. If those time differences were eliminated, Network Level
nodes would be synchronized and data from the different nodes could be packed
together, decreasing the total number of calls made and reducing the network
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traffic heavily. To accomplish synchronization among Network Level nodes, data
buffers for all the edges connecting descending nodes from a Network node, must
be resized to compensate: (1) the time elapsed in Data Treatment level nodes,
since each treatment module takes different time to process data; (2) different
sampling rates of sensors, imply same number of samples to be accumulated at
different times.

Taking advantage of the DAG gateway representation, we formulated and
proposed a solution to the problem as a combinatorial Constraint Satisfaction
Problem (CSP).

In section 2, problem’s formal definition is presented. Section 3, shows lit-
erature review, the problem formulation basis. Section 4, the solving process is
detailed along with assumptions, constraints and technology that can be used.
In sections 4 and 5, respectively, expected results and conclusions are presented.

2 Problem Definition

Each arc in the graph (see Fig. 1) has an associated buffer b. Given the fact
that sensors are sampling at different frequencies freq, these buffers are filled at
different rates. We define G as the set of nodes in a particular Gateway instance;
three subsets of nodes are contained in G : N ⊂ G is the subset of Network Nodes
(green nodes); P ⊂ G is the subset of data Processing Nodes (blue nodes); S ⊂ G
is the subset of Sensor Nodes (orange nodes). The subsets obey to the following
conditions:

G = N ∪ P ∪ S;N ∩ P = ∅;P ∩ S = ∅;N ∩ S = ∅ (1)

Nodes in N can be classified as consumers; nodes in S are exclusively producers;
nodes in P are both producers and consumers. Connections between nodes can
be defined as:

xn,m =

{
1 if n is consumer of m : n 6= m;m ∈ P ∪ S and n ∈ N ∪ P

0 otherwise
(2)

As an example, we can observe in Fig. 1 that node j = 6 consumes from i = 4
(sensor level) and j = 3 which is in same level (network-level) and all the k nodes
only consume from inferior levels. To help in the definition of this problem, two
additional subsets of nodes, containing the connections of a given node, are
defined as follows:

Wn = {j : j ∈ P ∧ xn,j = 1, n ∈ N ∪ P} (3)
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Equation 3 defines a subset of nodes in P , which are producers for the given
node n ∈ N ∪ P . For illustration purposes, in Fig. 1, those are the nodes with
index j, in Data Treatment Level (blue nodes), from which other blue nodes
and green nodes consume. As an example (Fig. 1), for n = j6 : Wj6 = {j3}; for
n = k = 3 : Wk3

= {j6, j4}; and for n = j = 3 : Wj3 = {∅} since it does not
consumes from any Data Processing nodes.

Xn = {i : i ∈ S ∧ xn,i = 1, n ∈ N ∪ P} (4)

Defines a subset of nodes in S, which are producers for the given node n ∈
N ∪ P . In Fig. 1, are the nodes i in the Sensor Level (orange nodes), from
which blue nodes and green nodes consumes. As an example (Figure 1), for
n = k = 3 : Xk3 = {i6, i7}; for n = k = 1 : Wk1 = {∅} since it does not consume
from any Sensor Level node and for n = j = 6 : Wj6 = {i4}. A processing
node in P , applies an algorithm to process the data of the associated producers.
The generated data in the sensor level is delivered to the processing nodes as a
batch, which contains the number of samples equal to the size of the buffer for
the corresponding edge. In order to the processing to be possible, the number of
elements in each collection must be the same. This constraint must be applied
to the subsets Wn and Xn of a given node n in N ∪P ; for that constraint to be
respected, the size of every buffer bn associated to each element of Wn and Xn

must be the same. Formally this constraint can be represented as:

∀j ∈Wn,∀i ∈ Xn : |bn,j | = |bn,i| (5)

Where |bn,m| represents the size of the given buffer b for the given connection
xn,m.
The size of the buffer b is adjustable and can vary from 1 to 1000. The objective
of this problem is to arrange a combination of values to parameterize the size
of every buffer |b|, for every arc in the graph, that minimizes the differences
between times at the Network Nodes in which data is available to send to the
network. To calculate the time that takes data to be available at every node
j ∈ N , times for all its providers in the graph must be calculated. As data comes
in collections (sets of single values), let us define burst as the exact time at which
data is sent from one provider node to a consumer node and represent the burst
of a node n as Bn.
The burst of a Sensor Node i, is defined by its sampling frequency. That way,
every time a sample from a sensor is collected, that sample is sent, which corre-
sponds to a burst of a Sensor Node, and is formally represented by the expression:

Bi = freq(i),∀i ∈ S (6)
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For a Data Processing Node, the burst time must contemplate all the burst
times from its providers and the time that takes the associated function to treat
one collection of data. The expression which determines burst time for a Data
Processing Node j is defined as:

Bj = max
i∈Wj ,n∈Xj

(Bi, Bn) + T (fj)× (|Wj |+ |Xj |) (7)

We assume that the growth in time complexity of the function T (fj) : j ∈ P is
linear with the number of collections to process. Since the size of each producer
buffer is equal, we multiply the total number of producers of j, to the cost
of treating a single producer collection. To calculate the burst for j = 1 (see
Fig. 1), we take the max burst of Xj1 and sum the multiplication of T (fj1)
(time to process one sensor sample) with the number of elements in Xj1 (which
correspond to the producers i1, i2 and i3).
Finally, to calculate the burst of a Network Node k : k ∈ N , the expression to
consider is:

Bk = max
i∈Xk,j∈Wk

(Bi, Bj) (8)

Using the expression to calculate the burst for each Network Node, the objective
is to minimize the variance of burst for all the Network Nodes. By varying the
size of the buffers in the graph, the variance of all burst times for Network Nodes
is minimized:

min
k∈N

V̂ (Bk) (9)

Using a Constraint Satisfaction Solver (CSV), by assigning values to the sizes
of every buffer, a configuration which minimizes the variance of bursts in the
Network Level is achieved. With a minimized variance for the bursts at the
Network Level nodes, all data produced can be sent to the Cloud using the same
call. In comparison with individual calls strategy - a call made every time a burst
at the Network Level occurs - is expected that the number of calls to the Cloud
is minimized as a consequence.

3 Background and Related Work

The theoretical background behind this problem has a large spectrum of ap-
plication. The problem of modeling buffer sizes is mostly applied to network
routing, where [6],[1][2] are examples. As we are not interested in dealing with
networks intrinsic characteristics and these problems are not modeled as graphs,
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those buffer optimization problems can hardly be extrapolated to this work. The
domain of Wireless Sensor Networks (WSN) is another scope of application of
buffer modeling optimization, with relevant literature in this domain; the section
of Routing problems in [5] covers a great number of important works regarding
Flow Based optimization models, for data aggregation and routing problems.
WSN optimization models care with constraints that this problem modulation
does not cover, such as: residual energy of nodes, link properties, network life-
time, network organization and routing strategies.

A relevant work in WSN revealed to be of the major interest for this work.
The authors presented and solved the problem of removing inconsistent time
offsets, in time synchronization protocols for WSN. [7] The problem presented
has an high degree of similarity with the case we are dealing. The problem is
represented by a Time Difference Graph (TDG), each node is a sensor, every
sensor has local time and every arc has an associated cost time given by a
function. The solution to the problem is given by a CSP approach. For every
arc in the graph exists an adjustment variable (analogous to the buffer size in
this case), assignments are made to the variables to find the largest consistent
subgraph, ie. a sub-graph in which inconsistent time offsets are eliminated.

Focusing the search in literature domain of CSP problems, several works
were revealed in the sub-domain of balancing, planning and scheduling activities
that can be related to this application [3][4],[11],[8][10]. Namely, models of com-
binatorial optimization for minimizing the maximum/total lateness/tardiness
of directed graphs of tasks with precedence and time constraints [3][10]. These
problems are analogous to this work, and due to a simplified formulation with
the same constraints (precedences and time between nodes), can be easily ex-
trapolated to our case.

4 Problem Solution

To solve the problem, a base graph configuration was tested using both the
optimized version and the non-optimized, for comparison purposes. The version
of the internal logic configuration is illustrated in Fig. 2.

4.1 Problem Assumptions

To test the implementation of the problem, a sensors simulation was built in the
course of this work. The simulation application allows to deploy several sensors
sampling with a desired frequency. The virtual sensors uses a normal distribution
to generate data in a float format. The Smart Node application has several
interfaces for real sensors, ranging from radio frequency to cable protocols. In
tests using the simulation, data was transmitted over WiFi, using HTTP as
the application protocol. By using this scheme to transmit data, we assume no
interference or noise of any type can cause disturbance in the sampling frequency.
In a real case scenario, a sensor could enter in an idle state by a variety of reasons.
In that case, data would not be transmitted at all, causing the transmission of
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data to the Cloud to be postponed for undefined time, waiting for the Network
Level node burst depending on the idle sensor. Using the simulator we assume
a sensor never enters an idle state.

Fig. 2. Internal Gateway configuration for tests.

The data processing function times used in the configuration (Fig. 2), are
illustrated in Table 1. The results were obtained by applying the functions to
exactly one collection of data, collected from one sensor. Is assumed that the
time that takes to treat one collection of data will increase linearly for more
than one collection, as it was stated in (7) for T (fj).

Table 1. Data processing elapsed time for one collection of data.

Processing Module Time (s)

DataSum 1.90084E-4

DataMean 4.33539E-4

MinMax 3.83043E-4

A number of tests dealing with a great number of configurations could be
make. In this case, the frequencies adopted for tests are shown in Table 2. The
index of sensors in the table corresponds to the sensors index in Fig. 2.
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Table 2. Sensors sampling frequency for simulation.

Sensor Index s1 s2 s3 s4 s5 s6

Frequency Time (s) 0.4 0.5 0.6 0.7 0.8 0.9

4.2 Constraint Satisfaction Problem solver

There are several free CSP solvers available, but, as the Smart Node is coded
in Java, we opted to use OptaPlanner1. This solver is a pure Java constraint
satisfaction program that is maintained by the RedHat community, and it can be
embedded with the Smart Node application to execute and provide on demand
solutions to this optimization problem. Because of the reconfigurable property
of the Smart Node internal structure, each time the structure is rearranged, the
solution obtained to the problem instance prior to the reconfiguration becomes
infeasible. The integration (see Fig. 3) between the two technologies is accom-
plished by defining the problem in the OptaPlanner notation: (1) Buffer Size
class corresponds to the Planning Variable, during the solving process it will
be assigned by the different solver configurations; (2) Edge class is the Plan-
ning Entity, the object of the problem that holds the Planning Variable; (3)
SmartNodeGraph class is the Planning Solution, the object that holds the prob-
lem instance along with a class that allows to calculate the score of problem
instance. The score is given by implementing Equation 9; the best score is 0,
which corresponds to null variance between the Network Levels nodes.
The search space of this problem is huge, since the domain of the variable Buffer
Size (b), can vary from 1 to 1000. The search space can be determined by En,
where: E is the total number of edges in the graph and n is the Buffer Size size
domain (1000 for this case). Since the search space is exponential, heuristics can
be implemented to help the OptaPlanner solver to determine the easiest buffers
to change. The implemented heuristic sorts the buffers from the easiest to the
hardest. The sorting values are given by the number of ancestors of a given edge,
an edge with a greater number of ancestors is more difficult to plan. Also, if an
edge leads to a Network Node, is considered more difficult to plan and its score
is penalized. OptaPlanner offers a great variety of algorithms to avoid the huge
search space of the majority CSPs. These algorithms can be consulted in the
documentation2 and configured to achieve best search performances.

5 Expected Results

Results obtained by a fully functional solution can be evaluated by a direct
comparison between the number of calls performed by a non-optimized version
with the optimized one. The total number of calls for an optimized version should
be far less than the ones of the non-optimized version. Using the configuration

1 URL: http://www.optaplanner.org/
2 URL: http://docs.jboss.org/optaplanner/release/6.3.0.Final/optaplanner-

docs/pdf/optaplanner-docs.pdf
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Fig. 3. UML for Smart Node and OptaPlanner integration.

illustrated in Fig. 2, with the parameters shown in Table 1 and Table 2, the
values in seconds for burst in the Network Nodes are (Table 3): Assuming that

Table 3. Burst times studied Smart Node configuration.

Network Node Burst (s) Number of packets (1 min.)

k=1 2.80 21

k=2 3.60 17

k=3 1.80 33

an optimized version would achieve a solution in which burst for k = 1 and k = 3
is equal to k = 2, the difference in the total number of packets sent would be
(Table 4):

Table 4. Comparison for the number of packets sent.

Optimized Non-Optimized

Total Number of Packets (1 min.) 17 71
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6 Conclusions

An additional constraint to this problem could be the introduction of a minimum
of two samples for providers of a Processing Node. If a variance value of 0 for the
bursts in the Network Level nodes could not be found, it would imply the creation
of a time window - to wait for all bursts - with the size of the variance; if that
occurs, an upper bound of time must be imposed. In the case bursts occurs after
the upper bound, the correspondent data should be sent in another call. This
can imply the solution to be as costly compared with a non-optimized version
of the same problem instance. In a case in which a single or several sensors are
producing data with an higher priority, this problem can not be applied. But the
problem can be easily reformulated to embrace that kind of situation modifying
the objective function (Equation 9). Since the solution is hard to obtain due to
the search space, a feasible solution was not found at the time this paper was
written.
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Abstract. The advent of wireless and mobile communication has redefined the 

telecommunication landscape. Consequently, the data traffic is growing in ge-

ometric proportion, pushing the available spectrum to its limit. This develop-

ment has necessitated many efforts towards finding an alternative or, other 

means to complement the already saturated radio frequency (RF) spectrum in 

order to keep paste with the data-hungry modern age. One of such promising 

and viable modes of communication is the visible light communication (VLC). 

This paper briefly survey some advances made in recent years, in the emerging 

field of VLC with emphasis on the challenges facing mainstream adoptions of 

VLC and open issues for research  in order to fully harness its abundant poten-

tials. 

Keywords: RF · VLC · OFDM · LED · communication · optical  

1 Introduction 

The ever growing demand for wireless access, triggered by the proliferation of smart 

mobile devices, has made the RF spectrum to be highly congested, sometime resulting 

in low data rate, leading to packet delay and sometime packet loss. Plethora of inno-

vations aimed at increasing the spectral efficiency of the available RF spectrum such 

as in multiple-input multiple-output (MIMO) system, massive MIMO, cooperative 

MIMO, advance data modulation scheme like orthogonal frequency division multi-

plexing (OFDM), MIMO-OFDM has yielded tremendous results. However, there is 

need to consider other mode of communication such as VLC, in order to meet up with 

the exponentially rising demand for bandwidth. 
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Fig. 1. The electromagnetic spectrum showing the visible light region [1] 

VLC is data communication through visible light between 400 and 800 THZ (780-

375nm) in the electromagnetic spectrum as shown in fig1. The inherent potentials of 

VLC make it worthwhile to expend research effort in the field. The virtually unlim-

ited and unregulated bandwidth (nearly 400THz) covered by the visible light region 

of the electromagnetic spectrum is mind blowing compared with the conventional RF 

spectrum.  

VLC serves dual purposes of illumination and communication simultaneously [2] 

making use of light emitting diodes (LEDs) as the transmitters and photodiodes (PDs) 

as the receivers. Light possesses no electromagnetic interference as opposed to the 

RF, which make VLC the preferred candidate in application where sensitive electron-

ic devices are used, such as airplane, hospitals and nuclear plants. Also, no fear of 

harmful radiation from the visible light as usually is the case with the RF especially at 

high transmitting power.  

Furthermore, communication using VLC is very secure without the possibility of 

eavesdropping as light doesn’t penetrate through walls, partitions and opaque objects 

as the case is with the RF. This factor also affords VLC in an indoor scenario addi-

tional benefit of spatial frequency reuse. A secured communication is highly desired 

in sensitive areas like military applications and financial transaction. Other factors 

that favour the deployment of VLC is the fact that readily available and cheap devices 

like off the shelf LEDs and PDs can be used with little modification as optical trans-

mitters and receivers [3]. Moreover, research has shown that over 70 per cent of 

communication takes place in the indoor environment where VLC is most applicable  

These compelling benefits and inherent potentials of VLC has inspired many re-

search work in the field of VLC in other to surmount the teething challenges of this 

technology and fully harness its abundant potentials. Modern research in optical wire-

less communication (OWC) can be traced back to 1979 when an indoor OWC system 

was presented by G. feller and Bapst [4]. They were able to interconnect a cluster of 
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terminals to a common cluster control using diffuse optical radiation. In their system, 

diffuse optical radiation in the near-IR region was utilized to interconnect a cluster of 

terminals located in a room to a common cluster controller. In 2003, research on VLC 

using LED was set up at Nakaguwa Laboratory in Keio University, Japan. Visible 

light communication consortium (VLCC) was also founded that same year [5] which 

has given rise to increasing wide spread curiosity in VLC.  

In [6], a group of researchers from Centre for information and communication 

technology research (CICTR) at Penn State proposed the ideal of combining power 

line communication (PLC) with VLC to provide broadband access for indoor applica-

tions in 2006. They aimed at using PLC for backhaul data transmission while employ-

ing VLC to provide local (LAN).  

The Europe Union OMEGA project was a three years project spanning January 

2008 to March 2011.  OMEGA ”hOME Gigabit Access” was developed, and it im-

plemented a 1 Gigabit/second data rate employing  interior lighting system [7]. The 

project presented the results of its work in February 2011which included exhibition of 

the VLC systems and infrared systems, which  achieved data rate of 100Mbit/s and 

280Mbit/s respectively [8]. 

In 2010, Jelena Vučić et al at Fraunhofer institute for telecommunication, Germa-

ny, achieved a point to point communication link with a gross transmission rate of 

513Mbit/s with off line signal processing. The link was based on a commercial thin 

film-high power phosphorescent white LED as the light source and an avalanche pho-

to diode (APD) as the receiver [9]. 

In July 2011, Professor Harald Hass of the University of Edinburgh demonstrated 

the transmission of a high definition video using a standard LED lamp at the TED 

Global conference [10]. 

In October 2014, Axrtek launched a commercial full duplex RGB LED VLC sys-

tem called MOMO having equal uplink and downlink speed of 300Mbit/s within a 

range of 25 feet. The MOMO VLC system is PLC compatible and can handle 256 

users simultaneously it also support session initiation protocol (SIP).for fast video 

teleconferencing [11]. 

In May 2015, Philips collaborated with supermarket giant Carrefour, to deliver 

VLC location based services to shoppers’ smart phones in a hypermarket in Lille, 

France [12]. 

With this introduction, the rest of the paper is structured as follows: section 2 deals 

with the overview of  VLC system, areas  of application of VLC is considered in sec-

tion 3 , while some challenges and open research areas in VLC is the  focus of section 

4. The conclusion is presented in section 5. 
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2 Overview of VLC system 

Like any other communication systems, the VLC communication link consists of the 

LEDs as the light source, the propagating channel (the visible light) and the receivers 

(PDs).    

 

 

Fig.  2. Basic block diagram of a VLC link 

2.1 Light source (LED) 

It has been established from various research findings that LED is the best source of 

light for optical signal transmission in an indoor environment. Some of the properties 

of LEDs that make it the preferred choice are that it’s durability, bright, energy effi-

cient, ability  to switch it on and off at very high frequency, lower path loss and dis-

persion over short range which enhances its bandwidth [13]. Both monochromatic 

standard LED and trichromatic RGB LED can be employed in VLC with RGB LED 

using wavelength division multiplexing (WDM) to achieve higher throughput than the 

standard LED. Signals are transmitted by means of intensity modulation and direct 

detection (IM/DD) as shown in the fig.2. In this way, the intensity of the LED is 

modulated with the baseband data signals to be transmitted. The optical output power 

of the LED is proportional to the DC biasing current. Usually the LED is biased in the 

linear region to avoid non linearity and modulated at high enough frequencies to 

avoid flickering [14].  
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2.2 VLC Channel model and Noise 

J. M. Kahn and J. R. Barry characterized the optical wireless channel far back as 1997 

for infra red (IR) communication [15], but it can be applied to visible light communi-

cation also. The received signal Y(t) is given by: 

 Y(t) = RX(t)*h(t) + N(t)  (1) 

Where R is the responsivity (sensitivity) of the PD, X(t) is the modulating signal 

power, the channel model h(t) is the baseband linear system and N(t) is the combina-

tion of shot noise as a result of the ambient light sources and the thermal noise in the 

electronic circuitry. 

2.3 Optical Receiver 

Photo diodes convert the incident optical power into proportionate electrical current. 

Two types of optical receivers used in VLC are PIN PD and APD. While APD is 

reputed for its higher gain, it’s however susceptible to shot noise [16]. The PIN PD on 

the other hand has high temperature tolerance and it’s cheaper. This made the latter 

preferred especially when the intensity of the incident light is, at least, moderately 

high.  

2.4 Modulation 

The simplest forms of modulation are achieved when the Modulating signals are used 

to switch the LED at the frequencies of interest which contain information to be 

transmitted. This is called single carrier (SC) modulation and it includes on-off-

keying (OOK), pulse amplitude modulation (PAM) with its variants, pulse position 

modulation (PPM) and its variants and recently colour shift keying (CSK) [17]. How-

ever, to avoid long strings of 1s and 0s which can result in flickering, a controlling 

sequence is usually incorporated with the SC modulation. In order to achieve higher 

data throughput which SC modulation cannot offered, multi-subcarrier modulation 

schemes such OFDM have been adapted to VLC for greater throughput. 

2.5 OFDM in VLC  

OFDM is the modulation choice for applications that require high data rate [18] be-

cause of its spectral efficiency and its ability to drastically reduce inter symbol inter-

ference (ISI) suffered at high data rates by signals. OFDM is also robust against chan-

nel dispersion. However, OFDM must be properly adapted bearing in mind the pecu-

liar features of optical signals [19, 20]. For instance, electric signals needs to be real-

valued and positive (unipolar) for IM/DD. Therefore, to ensure that OFDM time do-

main is real- valued, Hermitian symmetry must be satisfied. Another constrain is that 

the LED must be biased in the linear region, but high PAPR required to convert the 

bipolar OFDM to unipolar OFDM [21]. DC biased optical OFDM (DCO-OFDM) 

uses DC bias to achieve non-negativity, while asymmetrically clipped optical OFDM 
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(ACO-OFDM)] is able to perfectly recover odd subcarriers since the clipping of nega-

tive signals forms distortion only in the even subcarriers [21]. 

3 Potential Application areas of VLC 

3.1 Indoor Visible light Positioning 

This entails using visible light to locate objects within an indoor environment. This is 

somehow similar to global positioning system (GPS) for outdoor application. This 

was demonstrated   In May 2015, when Philips collaborated with supermarket giant 

Carrefour, to deliver VLC location based services to shoppers’ smart phones in a 

hypermarket in Lille, France [10]. The retailer giant is transmitting digital information 

from LED lamps to customers' smart phones, using VLC. The system is similar to one 

pioneered by US retailer Target. This was an innovative way of steering shoppers 

straight to discounts and products in its stores: via lights in the shop ceiling. 

3.2 Underwater Communication 

VLC is been considered as a means of underwater communication. Though underwa-

ter communication has been around lately, the industrial, scientific and Medical (ISM) 

RF band being used suffers so much attenuation.VLC can provide the means to estab-

lish high speed optical network at a range of up to several hundred meters in deep see 

environments, while also providing illumination for Divers [22].  

3.3 Vehicular communication 

 Many cars are already fitted with LED lamps. Traffic signage, traffic lights, and 

street lamps are adopting the LED technology so there are massive applications op-

portunities here. 

3.4 Hazardous environments 

Industrial gas plant, petrochemical plants and nuclear plant are not safe for the RF, 

VLC is the appropriate technology for such places. 

3.5 Aviation  

As RF interferes with the onboard electronics, each reading lamp over each seat can 

be an access point for internet connectivity for passenger. 
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4 Challenges and Open issue 

Great feats have been achieved by the community of researchers in the field of VLC 

technology as a result of growing interest in this emerging technology that promises 

to revolutionize communication. However, some of issues that needed to be addressed 

for commercialization of this technology are discussed in this section. 

4.1 Modulation bandwidth of LED 

One of the most critical limitations to achieving higher throughput in VLC is the LED 

modulation bandwidth. The modulation bandwidth of the commercial LED is limited 

to 2 MHz The primary challenge is to increase the modulation bandwidth of commer-

cial phosphorescent white LED, and then a very high throughput is the direct conse-

quence. There will neither be need for equalization of transmitter/receiver response 

[23] nor the use of a blue filter to remove the phosphor slow response, to increase the 

bandwidth [24]. 

4.2 LED non linearity  

The LED introduces non linearity distortion to the VLC system especially when 

OFDM modulation scheme is used. DC biasing current and OFDM signal power to 

modulate the LED intensity must be carefully chosen in order to control the LED 

nonlinearity induced distortion. However, in order to achieve non negativity in the 

optical signal, relatively high Peak-to-average-power is required and this consequent-

ly leads to Non linearity distortion as discussed under section 2.4 in [25], the authors, 

proposed a technique for mitigating non linearity under average power constrain.   

4.3  Dimming 

In VLC, it is desired to maintain the communication link when a user mistakenly turn 

off or dim the light or the light is switch in the day as may be the case, communica-

tion link will disappear, because the VLC requires that light source is remains on [26]. 

Dimming support is one of the main challenges for VLC. There is need for more re-

search about the dimming of the LED. 

4.4 Up Link Data 

VLC is naturally suited for broadcast application. Several ways have been suggested 

in the literature and/or experimented to create a bi-directional connection. Mainly, the 

techniques suggested in [26] try to isolate the uplink and downlink in wavelength, 

wavelength division Duplex (WDD) using infrared IR as the uplink, or in time, time 

division duplex (TDD) and also by spatial or optical isolation .Employing RF signal 

for the uplink is another choice proposed in [27].This area requires further study. 
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5 Conclusion  

This work has provided a brief overview of the VLC with some great accomplishment 

that has been recorded both experimentally and in demonstration. Basic VLC trans-

mission and reception was explained, potential application areas and the open re-

search issues were also outlined. Indeed, VLC is very promising but there are some 

areas that still require more research work in order to commercialize the technology. 
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Abstract. The theory Compressive Sensing (CS) has provided a new
acquisition strategy and recovery with good in the image processing area.
This theory guarantees to recover a signal with high probability from a
reduced sampling rate below the Nyquist-Shannon limit. The problem of
recovering the original signal from the samples consists in solving an op-
timization problem. This article presents an overview of reconstruction
algorithms for sparse signal recovery in CS, these algorithms may be
broadly divided into six types. We have provided a comprehensive sur-
vey of the numerous reconstruction algorithms in CS aiming to achieve
computational efficiency.

Keywords: compressive sensing · reconstruction algorithms · signal re-
covery · image processing · sampling theorem

1 Introduction

In recent years, Compressive Sensing (CS) has attracted considerable attention
in areas of applied mathematics, computer science, and electrical engineering by
suggesting that it may be possible to surpass the traditional limits of sampling
theory. CS is the theory of reconstructing large dimensional signals from a small
number of measurements by taking advantage of the signal sparsity. CS builds
upon the fundamental fact that we can represent many signals using only a
few non-zero coefficients in a suitable basis or dictionary. CS has been widely
used and implemented in many applications including computed tomography
[9], wireless communication [40], image processing [8] and camera design [20].

Conventional approaches to sampling images use Shannon theorem, which
requires signals to be sampled at a rate twice the maximum frequency. This cri-
terion leads to larger storage and bandwidth requirements. Compressive Sensing
(CS) is a novel sampling technique that removes the bottleneck imposed by Shan-
non’s theorem. This theory utilizes sparsity present in the images to recover it
from fewer observations than the traditional methods. It joins the sampling and
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compression steps and enables to reconstruct with the only fewer number of
observations.

This property of compressive Sensing provides evident advantages over Nyquist-
Shannon theorem. The image reconstruction algorithms with CS increase the
efficiency of the overall algorithm in reconstructing the sparse signal. There are
various algorithms available for recovery as shown in section 3.

2 Historical Background

In the area of engineering the sampling theorem of Nyquist-Shannon has a
tremendous role e it can be used frequently only for band-limited signals oth-
erwise it requires larger storage space and measurements for high-dimensional
signals [33]. However, practically reconstruction is even possible with fewer mea-
surements and compression is also needed before storage [3]. These requirements
can be fulfilled with CS. The field of CS has gained enormous interest recently.
It is basically developed by D. Donoho, E. Candes, Justin Romberg and T. Tao
[1,11].

In the framework of CS, the signals probed are firstly assumed to be sparse
or compressible in some basis [1,10,12,31,43]. Consider a complex-valued signal
x which itself may or may not be sparse in the canonical basis but is sparse or
approximately sparse in an appropriate basis Ψ . That is,

x = Ψθ. (1)

where Θ is sparse or approximately sparse. A central idea of the CS the-
ory is about how a signal is acquired: the acquisition of signal x of length n
is carried out by measunring m projections of x onto sensing vectors {ϕT

i , i =
1, 2, ...,m} : yi = ϕT

i x for i = 1, 2, ...,m. For sensing efficiency, we wish to collect
a relatively much smaller number of measurements, that is, one requires that
m be considerably smaller than n (m � n), hence the name CS. This data ac-
quisition mechanism is at the core of a CS system that marks a fundamental
departure from the conventional data acquisition compression transmission de-
compression framework: the conventional framework collects a vast amount of
data for acquiring a high-resolution signal, then essentially discard most of the
data collected (in the Ψdomain) in the compression stage, while in CS the data
is measured in a compressed manner, and the much reduced amount of measure-
ments are transmitted or stored economically, and every bit of the measurements
are then utilized to recover the signal using reconstruction algorithms. The data
acquisition process in CS framework is described by

y = Φx. (2)

According to Eq.(1) and Eq.(2) can be written as y = ΦΨΘ (the size of
the sparsifying basis or sparse matrix Ψ is n × n). The figure1 illustrates the
relationship between the variables. Typically with (m < n), the inverse problem
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is ill-posed [29]. However, the sparest solution of Eq.(2) can be obtained by
solving the constrained optimization problem

minimize =‖ Θ ‖ 0; subject to : ΦΨΘ = y. (3)

where ‖ Θ ‖ 0 is the l0 norm defined as ‖ Θ ‖ 0 =
∑n

i=1 | Θi |0= number of
nonzero components in Θ.

Unfortunately, it turns out that Eq.(3) is a problem of combinatorial com-
plexity: finding solution of Eq.(3) requires enumerating subsets of the dictionary
to identify the smallest subset that can represent signal x, the complexity of such
a subset search grows exponentially with the signal size n [10]. A key result in
the CS theory is that if x is r -sparse, the waveforms in {ϕT

i , i = 1, 2, ...,m} are
independent and identically distributed random waveforms, and the number of
measurements, m, satisfies the condition:

m ≥ c· r· log(n/r), (4)

where c is a small positive constant, then signal x can be reconstructed by solving
the convex problem

minimize =‖ Θ ‖ 1; subject to : ΦΨΘ = y, (5)

where ‖ Θ ‖ 1 =
∑n

i=1 | xi | [1].

Fig. 1. (a) Compressive sensing measurement process with a random Gaussian mea-
surement matrix Φ and discrete cosine transform (DCT) matrix Ψ . The vector of co-
efficients s is sparse with K=4. (b) Measurement process with Θ = ΦΨ . There are four
columns that correspond to nonzero si coefficients, the measurement vector y is linear
combination of these columns [1].

3 Reconstruction Algorithms

CS comprises a collection of methods of representing a signal on the basis of
a limited number of measurements and then recovering the signal from these
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measurements [35]. The problem of how to effectively recover the original signal
from the compressed data plays a significant role in the CS framework. Cur-
rently, there exists several reconstruction algorithms which are defined either in
the context of convex optimization, or greedy approaches, among them we can
mention [1,6,10,12,35,37,42].

To present an overview of reconstruction algorithms for sparse signal recovery
in compressive sensing, these algorithms may be broadly divided into six types
as show in Fig.2.

Reconstruction
Algorithms

Convex
Relaxation

LASSO

Basis
Pursuit

BPDN

M. BPDN

NNm

Greedy

MP
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Regularized
OMP

OMMP
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Subspace
Pursuit

Tree MP

Gradient
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Bregman
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Iterative
Thresholding
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Message
Passing

EMP

SMP

Sequential

Belief
Propa-
gation

IHT

Non-convex
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IRLS

SBLA

Monte-
Carlo

Fig. 2. Compressive Sensing: Reconstruction Algorithms and their Classification
adapted from [37].

3.1 Convex Relaxation

With the development of fast methods of Linear Programming in the eighties,
the idea of convex relaxation became truly promising. It was put forward most
enthusiastically and successfully by Donoho and his collaborators since the late
eighties [35,39].

This class algorithms solve a convex optimization problem through linear
programming [12] to obtain reconstruction. The number of measurements re-
quired for exact reconstruction is small but methods are computationally com-
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plex. Basis Pursuit [14], Basis Pursuit De-Noising (BPDN) [14], Least Abso-
lute Shrinkage and Selection Operator (LASSO) [41] e Least Angle Regression
(LARS) [21] are some examples of such algorithms. Basis Pursuit is a principle
for decomposing a signal into an ”optimal” superposition of dictionary elements,
where optimal means having the smallest l1 norm of coefficients among all such
decompositions.

Basis Pursuit has interesting relations to ideas in areas as diverse as ill-posed
problems, abstract harmonic analysis, total variation denoising, and multiscale
edge denoising. Basis Pursuit in highly overcomplete dictionaries leads to large-
scale optimization problems. Such problems can be attacked successfully only
because of recent advances in linear and quadratic programming by interior-
point methods.

In the paper [41] Lasso (l1) penalties are useful for fitting a wide variety
of models. Newly developed computational algorithms allow application of these
models to large data sets, exploiting sparsity for both statistical and computation
gains. Interesting work on the lasso is being carried out in many fields, including
statistics, engineering, mathematics and computer science. Recent works show
matrix versions of signal recovery called ||M ||1 Nuclear Norm minimization [38].
Instead of reconstructing × from Θx, Nuclear Norm minimization tries to recover
a low rank matrix M from Θx. Since rank determines the order, dimension and
complexity of the system, low rank matrices correspond to low order statistical
models.

3.2 Non Convex Minimization Algorithms

Many practical problems of importance are non-convex, and most non-convex
problems are hard (if not impossible) to solve exactly in a reasonable time. Hence
the idea of using heuristic algorithms, which may or may not produce desired
solutions.

In alternate minimization techniques, the optimization is carried out with
some variables are held fixed in cyclical fashion and linearization techniques, in
which the objectives and constraints are linearized (or approximated by a con-
vex function). Other techniques include search algorithms (such as genetic algo-
rithms), which rely on simple solution update rules to progress. There are many
algorithm proposed in literature that use this technique like Focal Underde-
termined System Solution (FOCUSS) [34], Iterative Re-weighted Least Squares
[13], Sparse Bayesian Learning algorithms [44], Monte-Carlo based algorithms
[27]. Non-convex optimization is mostly utilized in medical imaging tomography,
network state inference, streaming data reduction.

3.3 Greedy Iterative Algorithm

Due to the fast reconstruction and low complexity of mathematical framework, a
family of iterative greedy algorithms has been widely used in compressive sensing
recently [19]. This class algorithms solve the reconstruction problem by finding
the answer, step by step, in an iterative fashion.
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The fast and accurate reconstruction algorithms has been the focus of the
study of CS, they will be the key technologies for the application of CS. At
present, the most important greedy algorithms include matching pursuit and
gradient pursuit [18,19].

The idea is to select columns of Θ in a greedy fashion. At each iteration,
the column of Θ that correlates most with is selected. Conversely, least square
error is minimized in every iteration. Most used greedy algorithms are Matching
Pursuit [32] and its derivative Orthogonal Matching Pursuits(OMP) [42] because
of their low implementation cost and high speed of recovery. However, when the
signal is not much sparse, recovery becomes costly. For such situations, improved
versions of (OMP) have been devised like Regularized OMP [36], Stagewise OMP
[18], Compressive Sampling Matching Pursuits(CoSaMP) [35], Subspace Pursuits
[15], Gradient Pursuits [22] and Orthogonal Multiple Matching Pursuit [30].

3.4 Combinatorial / Sublinear Algorithms

This class of algorithms recovers sparse signal through group testing. They are
extremely fast and efficient, as compared to convex relaxation or greedy algo-
rithms but require specific pattern in the measurements, Φ needs to be sparse.
Representative algorithms are Fourier Sampling Algorithm [24], Chaining Pur-
suit proper is an iterative algorithm [25], Heavy Hitters on Steroids (HHS) [26].

3.5 Iterative Thresholding Algorithms

Iterative approaches to CS recovery problem are faster than the convex optimiza-
tion problems. For this class of algorithms, correct measurements are recovered
by soft or hard thresholding [7], [16] starting from noisy measurements given the
signal is sparse. The thresholding function depends upon number iterations and
problem setup at hand.

The Iterative Hard Thresholding (IHT) algorithm for the first time was sug-
gested by Blumensath and Davies for recovery in compressed Sensing scenario
[7]. This algorithm can offer the theoretical guarantee with its implementation
which can be shown in the particular one [23]. The basic idea of IHT is to chase
a good candidate for the estimate of support set which fits the measurement.
The IHT algorithm is an algorithm with a simple implementation.

Message Passing(MP) algorithms [17] are an important modification of iter-
ative thresholding algorithms in which basic variables (messages) are associated
with directed graph edges. A relevant graph in case of Compressive Sensing is
the bipartite graph with n nodes on one side (variable nodes) and m nodes on the
other side (the measurement nodes). This distributed approach has many advan-
tages like low computational complexity and easy implementation in parallel or
distributed manner. Expander Matching Pursuits [28], Sparse Matching Pursuits
[5] and Sequential Sparse Matching Pursuits [4] are recently proposed algorithms
in this domain that achieve near-linear recovery time while using O(s.log(n/s))
measurements only. Recently, proposed algorithm of Belief Propagation also falls
in this category [2].
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3.6 Bregman Iterative Algorithms

Bregman method is an iterative algorithm to solve certain convex optimiza-
tion problems. These algorithms provide a simple and efficient way of solving
l1 minimization problem. [45] presents a new idea which gives exact solution
of constrained problems by iteratively solving a sequence of unconstrained sub-
problems generated by a Bregman iterative regularization scheme. When applied
to CS problems, the iterative approach using Bregman distance regularization
achieves reconstruction in four to six iterations [45]. The computational speed
of these algorithms are particularly appealing compared to that available with
other existing algorithms. There are various algorithms available for recovery.

In the Table 1, we have listed some reconstruction algorithms complexity
measures for Compressive Sensing.

Table 1. Complexity and Minimum Measurement requirement of Compressive Sensing
Reconstruction Algorithms.

Algorithm Complexity Minimum Measurement

Basis Pursuit [14], [15] O(n3) O(s log n)

OMP [15], [36], [42] O(s m n) O(s log n)

StOMP [18] O(n log n) O(n log n)

ROMP [35], [36] O(s m n) O(s log2 n)

CoSAMP [36] O(m n) O(s log n)

Subspace Pursuits [15] O(s m n) O(s log (n/s))

EMP [28] O(s log (n/s)) O(s log (n/s))

SMP [5] O(s log (n/s) log R) O(s log (n/s))

Belief Propagation [2] O(n log2 n) O(s log n)

Chaining Pursuits [25] O(s log2 n log2 s) O(s log2 n)

HHS [26] O(s polylog(n)) O(poly(s,log n))

In paper [15] and [18], Basis Pursuit can reliably recover signals with n =
256 and sparsity level up to 35, from only 128 measurements. The reconstruction
algorithms OMP and ROMP can only be reliable up to sparsity level of 19 for
same n and m. The performance of Basis Pursuit appears promising as compared
to OMP derivatives from minimum measurements perspective.

4 Conclusion

Broadly speaking, the theory of Compressive Sensing sub-sample consists of a
signal and then use a reconstruction algorithm based on optimization to re-
build it. This property of compressive Sensing provides evident advantages over
Nyquist-Shannon theorem. The image reconstruction algorithms with CS in-
crease the efficiency of the overall algorithm in reconstructing the sparse signal.
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During the review process did the survey and identify six types of recon-
struction algorithms classes. In this article, we have provided a comprehensive
survey of the numerous reconstruction algorithms discusses the origin, purpose,
scope and implementation of CS in image reconstruction and compares their
complexity.
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Abstract. Autonomous robots must be able to navigate on a given unknown en-

vironment, which implies awareness of the environment and self-localization. 

Although the Global Position System (GPS) is widely used for localization, the 

position provided is not free of deviations, which increases when the environment 

conditions block the signal. Robots used for crop monitoring and harvesting re-

quire robust and accurate localization systems in order to navigate on harsh and 

challenging environment conditions. This work explored the use of artificial 

landmarks to increase the accuracy of a robot localization based on GPS data. 

Distance estimations were done using Received Strength Signal Indicator (RSSI) 

based approaches. By comparing the Empirical and Analytical models for wave 

propagation, it’s expected to observe a better distance estimation for the Analyt-

ical model, because the Empirical one does not considered signal attenuation. 

Regarding the robot pose estimation, it’s expected to be more accurate when fus-

ing the GPS data and the estimated distances, instead of using only the GPS data. 

Keywords: Outdoor Mobile Robot Localization · SLAM · Sensor Fusion · 

iBeacons · Wave Propagation · Path Loss Model 

1 Introduction 

Robot navigation is a key problem when developing autonomous robots. In order to be 

truly autonomous, the robot must be able to navigate freely on an unknown environ-

ment. For this to be true, the robot must be aware of the world around him and be 

capable to self-locate in that environment. Self-awareness and self-localization capa-

bilities rely greatly on environment perceptions, which is possible due to the usage of 

sensors. These capabilities are challenging, because sensors aren’t perfect and noisy 

sensor data leads to errors on the world representation and in bad position estimations. 

Moreover, inferring the robot position must be done by integrating sensor data from 

multiple sensors over time, using sensor fusion techniques [6, 9, 27], since one sensor 

is usually insufficient to do a good estimation. The problem becomes even more com-

plex if the environment is highly dynamic or if the robot needs to represent a 3D world 

instead of a 2D.  

Nowadays, the American Global Position System (GPS) [7, 11, 12] is widely used 

for outdoor localization, since the service is globally available, providing a good quality 
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3D position and the GPS receivers are relatively cheap. This system is limited to out-

door environments due to the signal blockage that occur when the receiver hasn’t a 

clear sight of the satellites. But, even outdoor environments present challenges to the 

development of robot localization and mapping capabilities using only GPS signal. 

These may occur due to signal blockage, harsh atmospheric conditions or even tall 

buildings or mountains that cause multi-path interference, compromising the GPS ac-

curacy and signal availability.  

This work intends to improve robot outdoor self-location capabilities, when GPS 

data is compromised. It’s expected to improve robot position estimation, by fusion GPS 

data and other sensor data, such as Odometry, distance observations to artificial beacons 

and beacon’s mapping, by means of a Particle filter. Regarding the distance observa-

tions to the artificial beacons, RSSI methodologies were used to estimate the distances. 

A comparison between an Empirical and Analytical wave propagation models is per-

formed, which is expected to obtain a better distance estimation using the Analytical 

model, because the Empirical one does not considered signal attenuation. 

The paper is organized in four more sections. Section 2 gives an overview of what 

mobile robot localization is, describing how GPS works and its main limitations and 

the top challenges of wave propagation analysis. Section 3 describes the methodology 

of this work. Session 4 describes the tests performed and results. Session 5 finalizes the 

paper with conclusions and future work.  

2 Mobile Robot Localization Strategies 

There are no universal best solution regarding localization approaches. Each approach 

is fitted to a specific environment, such as indoor or outdoor spaces and the conditions 

in each environment, such as urban areas, forests, underwater, etc. Also, since the lo-

calization task depends greatly on sensor data, the sensors used on the robot for locali-

zation are chosen accordingly to the specific environment conditions. These sensors 

can be classified by how the interaction is made with the environment and what is the 

origin of the sensor data [18]. 

Known approaches for self-localization, without relying on external components, are 

the Dead Reckoning systems, which calculates one’s current position using a previous 

know position, such as Odometry and Inertial Measurement Unit (IMU) [2]. These sys-

tems are based on the distance, orientation and speed of the robot motion by using ac-

celerometers (motion sensors), gyroscopes (rotation sensors) and encoders connected 

to the motor or wheels. Accuracy may be compromised in this systems. A small devia-

tion in the beginning will result on a big deviation after some iterations, invalidating 

the use of these techniques over a large period of time. For this reason, in order to avoid 

internal state cumulative errors, sensors must also measure the state of the environment. 

The world around the robot can be measured using landmarks (both natural and ar-

tificial), which consists on specific spots in the worlds with known location. With these 

approaches, the robot must use sensors to detect the landmark in the environment and 

calculate its position related to the known position of the landmark, using triangulation 

and trilateration techniques [5, 15]. Natural landmarks [19], such as walls, doors or 
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trees can be detected using Light Detection and Ranging (LIDAR) sensors [10, 26] and 

Radio Detection and Ranging (RADAR) [1]. LIDAR and RADAR use respectively a 

laser scanner or radio waves to measure the distance to the landmark, calculated by the 

signal Time of Flight (TOF) [21], i.e., the time duration between signal emission and 

eco reception. Other wide used sensors are the optical sensors, which are based on vi-

sion systems such as RGB-D [29] and monocular/stereo vision algorithms [30]. 

Artificial landmarks can be passive, such as laser reflectors and computer vision 

patterns, or active, such as Radio Frequency (RF) beacons, Radio Frequency Identifi-

cation (RFID) tags and WiFi/cellphone relays. There are several methods [15] to esti-

mate the distance between the robot and a beacon, based on the RF signal time travel 

between beacon and robot or signal angle of arrival in the robot. Some of these methods 

are the previously mentioned TOF, Time Difference of Arrival (TDOA) [20] and Angle 

of Arrival (AOA) [14, 16]. Another method is the RSSI [1, 20, 25], which estimates the 

distance based on the strength of the RF signal received on the robot. In comparison 

with other methods, the RSSI method has the advantage of no extra hardware is re-

quired, other than a simple RF antenna. The disadvantage is the lower precision of 

measurements when signal noise and interference exist.   

All the previous solutions are suitable (but not limited) to use on indoor environ-

ments, since first, there are controlled conditions regarding indoor environments and, 

second, on outdoor environments Global Navigation Satellite Systems (GNSS) [11] are 

widely used, in particular the GPS.  

2.1 Global Position System 

The GPS [7, 11, 12] was the first and still by far the most commonly used advanced 

satellite navigation system in the world. GPS is globally fully operational and it’s as-

sured to be free of cost to all users. The tremendous growth of GPS is driven by the 

enormous number of applications of this system, which are far beyond what was origi-

nally designed to be strictly U.S. military system. GPS is widely used on aviation, ma-

rine, space and vehicle navigation, mapping, locating and tracking of objects and peo-

ple, for medical purposes and disaster management. 

Restrictions. If the distance between the satellites and the receiver is known, together 

with the speed of light, the receivers can determine its location. The speed of light is 

approximately 300000 Km/s in vacuum, but the signal has to propagate through Earth’s 

atmosphere, ionosphere and troposphere, which bend and slow the signal, causing po-

sition errors on the ground by making the satellites appear farther than they are. Alt-

hough being the largest source of error, several other factors affect the accuracy of the 

GPS, such as accuracy of satellite and receiver clocks, position error on the satellites, 

atmospheric errors, multi-path interference in the signal and receiver internal errors 

(when computing the location). 
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GPS Alternatives. Currently, several countries launched or are developing their own 

navigation satellite systems, which are used regionally or globally. GPS is the Ameri-

can system, currently the world’s most utilized satellite navigation system. The Russian 

Global Navigation Satellite System1 (Glonass) also operates globally. The Chinese Bei-

dou Navigation Satellite System2 (BDS) and the Indian Regional Navigation Satellite 

System3 (INRSS) operate regionally, with the possibility of expand their operation 

globally in the future. The Galileo4 is European navigation system, currently being de-

veloped and with no predictions of being operational before 2020. 

Systems based on Differential GPS (D-GPS) and Augmented GPS (A-GPS) cur-

rently exist in order to improve the quality and reliability of GNSS, by mitigating signal 

path distortions and satellite errors. Wide Area Augmentation System (WAAS) pro-

vides real time and continental augmentation, operating in North America and extended 

coverage into South America, the Atlantic and Pacific Oceans. Several other similar 

international systems exist, such as the Russian System for Differential Corrections and 

Monitoring (SDCM), the Indian GPS And Geo-Augmented Navigation (GAGAN), the 

Japanese Multi-functional Transport Satellite (MTSAT)-based Satellite augmentation 

System (MSAS) and the European EGNOS5.  

2.2 Robot Localization based on RSSI 

As mentioned previously, RF devices can be used as artificial landmarks. By receiv-

ing and extracting the RSSI value of the RF signal emitted by those devices, the robot 

is able to estimate the distance between them, using a wave propagation model.  

A RF signal is an electromagnetic wave that propagates in every direction through 

space in a straight line. In the presence of obstacles, both direction of the wave propa-

gation and its amplitude are modified, which represent deviations on signal reception. 

Wave Propagation. It’s very complex to characterize a wave propagation’s behavior, 

because behavior changes are caused by random events. According to Alencar [3], sev-

eral phenomenon affect negatively the wave propagation [13], such as reflection, re-

fraction, dispersion (shown on Fig. 1), diffraction and fading. There are advanced tech-

niques, shown by He [28] that try to simulate the complex signal attenuation by having 

a 3D model of the world and simulating the reflections / refractions that a signal would 

be subject to before arriving to the receiver. 

                                                           
1  Available in https://www.glonass-iac.ru/en/ 
2  Available in http://en.beidou.gov.cn/ 
3  Available in http://www.isro.gov.in/irnss-programme 
4  Available in http://www.gsa.europa.eu/galileo/why-galileo 
5  Available in http://egnos-portal.gsa.europa.eu/ 
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Fig. 1. Reflection, Refraction and Dispersion phenomenon on signal propagation 

When a RF signal travels through an object with different density (often occurs on at-

mospheric variations), a part of the signal is refracted and another one is reflected, 

which is the number one cause for problems regarding multipath transmission. Disper-

sion/Spreading is a phenomenon that occurs when the RF signal reaches a rough surface 

object, dividing the signal into multiple one with different intensity and direction.  

Propagation Models. Wave propagation models [13] try to estimate the RSSI at a 

given distance. Several models exist for different environment conditions, but they are 

all based on the Free Space propagation model [8, 22], which uses the Friis formula 

[24] to characterize the signal propagation when no obstacles are blocking the path 

between transmitter and receiver. Friis formula is valid only in situations where 𝑑 (dis-

tance between the transmitter and the receiver) is at a minimum distance of the trans-

mitter antenna, called the Fraunhofer distance 𝑑𝑓, represented on Eq. (1), where 𝜆 is the 

wave length of the RF signal.  

𝑑𝑓 =  
2𝑑2

𝜆
 ,      𝑑𝑓 ≫ 𝑑 ⋀  𝑑𝑓  ≫  𝜆                                         (1) 

 

Since the Fraunhofer distance is not defined for 𝐷 = 0, the model uses a reference 

distance 𝑑0, represented by Eq. (2), where  𝑃𝑟(𝑑0) is the received signal strength of ref-

erence.  

 𝑃𝑟(𝑑)𝑑𝐵𝑚 =   𝑃𝑟(𝑑0)𝑑𝐵𝑚 + 20 ×  log(
𝑑0

𝑑
) ,      𝑑 ≥ 𝑑0 ≥ 𝑑𝑓                 (2) 

Outdoor Path Loss Model. Because there is no perfect conditions, the RF signal is nor-

mally attenuated due to the phenomenon described earlier, leading to deviations on the 

calculations [3, 13]. Signal noise and deviations are considered on Eq. (3), where η is 

the path loss coefficient,  𝑋𝜃 is a normal random variable used to modulate and A is the 

signal attenuation. The path loss coefficient depends on the propagation environment 

and must be calculated according to the context (on outdoor the usual value is 2). By 

knowing η, is possible to linearize the relation between the RSSI ( 𝑃𝑟(𝑑)) and the dis-

tance between the signal emitter and receiver (𝑑𝑖,𝑗), represented on Eq. (4). The calcu-

lated distance is always associated with an ambiguity factor represented by a Gaussian 

distribution.  

 𝑃𝑟(𝑑)𝑑𝐵 =   𝑃𝑟(𝑑0)𝑑𝐵 + A − 10η ×  log (
𝑑0

𝑑
) +  𝑋𝜃                        (3) 
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𝑑𝑖,𝑗 =  𝑑0  × 10
 𝑃𝑟(𝑑0)−  𝑃𝑟(d) 

10η                                             (4) 

Dual-Slope Model. While the Path Loss model considers only the original wave that 

travels between the emitter and receiver, the Dual-Slope model considers also the re-

sulting waves of reflection that reaches the receiver. The model is characterized by Eq. 

(5), where ℎ𝑡 and ℎ𝑟 are the highs of the transmitter and receiver related to the ground. 

 𝑃𝑟(𝑑) = 𝑃𝑡  × 𝐺𝑡 ×  𝐺𝑟  
ℎ𝑡

2 × ℎ𝑟
2

 𝑑4  ,     d >  
4ℎ𝑡ℎ𝑟

𝜆
                      (5) 

3 Methodology 

Sensor fusion was used to improve the quality of a mobile robot (AGROB V14 platform 

[19]) localization. A Simultaneous Localization And Mapping (SLAM) technique was 

implemented, where GPS and RSSI data (from artificial RF beacons) were used to lo-

cate the robot and map the world. The robot location was improved by GPS data fusion 

with Odometry velocity, the beacons distance observations and the beacon’s mapping.  

Localization systems based on RSSI have three main components: distance estima-

tion between the RF signal emitter and receiver, position calculation based on the dis-

tance estimations and localization algorithm.  

3.1 Beacons Distance Observation 

iBeacons6 are small Bluetooth devices used as artificial landmarks in the environ-

ment. The RF signals emitted were received by an Android mobile device connected to 

the robot, which used the RSSI value to estimate the distance to the beacon. The dis-

tance was first estimated by means of an empirical model that is described, in the An-

droid Beacon Library7, by Eq. (6), where 𝑑 is the estimated distance in meters, 𝑅𝑆𝑆𝐼 is 

the value received in the Android phone from one iBeacon, 𝑅𝑒𝑓𝑃𝑜𝑤𝑒𝑟 is the reference 

of the RSSI value (at a distance of 1 meter) and 𝐴, 𝐵 and 𝐶 are constants to be adjusted 

according to the environment conditions where the iBeacons are being used. After sev-

eral field tests, 𝐴, 𝐵 and 𝐶 were derived from power regression against a table of dis-

tance/RSSI values (provided by the referred library), resulting on Eq. (7).  

𝑑 = 𝐴 × (
𝑅𝑆𝑆𝐼

𝑅𝑒𝑓𝑃𝑜𝑤𝑒𝑟
)𝐵 + 𝐶                                           (6) 

𝑑 = 0.3534536 × (
𝑅𝑆𝑆𝐼

𝑅𝑒𝑓𝑃𝑜𝑤𝑒𝑟
)14.8393466 + 0.7566785                     (7) 

The empirical analysis has the advantage to consider every factor that influence the 

radio wave propagation on a given context. On the other hand, the equation obtained 

from regression may not work correctly on environments different from the one used 

                                                           
6  Available in https://developer.apple.com/ibeacon/ 
7  Available in http://altbeacon.github.io/android-beacon-library/distance-calculations.html 
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to collect data in the first place. Moreover, Eq. (6) may itself be source of deviations 

and noise. Also, the regression process is very dependent on the Android device used 

to obtain the data. The simple fact of using devices with different characteristics may 

lead to deviations and noise. For these reasons, analytical models, namely the outdoor 

path loss and dual-slope models mentioned before, for wave propagation were used in 

order to calculate the distance based on the RSSI values.  

3.2 Robot Position Calculation 

For a 2D position estimation, the robot needs at least three distance measurements 

to different beacons with known locations. Because the beacon’s mapping is unknown 

and the robot location is estimated based on noisy GPS data, a SLAM approach is im-

plemented, where the beacons are mapped at the same time as the robot position is 

calculated.   

 

Fig. 2. Both theoretical and real triangulation results 

Mapping the iBeacons is accomplished by estimating the beacons location in relation 

to the robot. By knowing the robot location and the distance between the robot and 

beacons, one can calculate the beacon position by using the trilateration method. Be-

cause only flat terrains were considered so far, the localization problem can be simpli-

fied to a 2D format, instead of 3D. At least three robot locations are represented graph-

ically by circumferences, where the radius is the distance to the beacon. The resulting 

interception point of the three circumferences is the position of the beacon, as shown 

on Fig. 2 on the left.  

3.3 Localization Algorithm 

The uncertainties associated to the distances calculated and robot position, shown on 

Fig.3 on the right, motivated the appearance of probabilistic approaches [17]. Instead 

of resulting in just one point, the interception of the circumferences, when using the 
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trilateration, results on a set of points, each one associated with a probability that rep-

resents the actual position of the beacon. These approaches are associated with filters 

[23], such as Kalman, Histogram and Particle filters, which increase the quality of the 

positioning process by decreasing the deviations of samples.  

In this case, because robot localization is a highly nonlinear problem, the beacon 

mapping procedure developed on work [4] was used, which implements both a Particle 

and a Histogram filter. For a better estimation on the robot location, the Particle filter 

was used to fuse the GPS data, Odometry and beacon’s distance estimation. The His-

togram filter was applied to the robot location and distance estimation between robot 

and beacons (based on RSSI data), in order to map the beacons. 

The Particle filter consists in spreading random points through space and associate 

to each one a probability of being in the actual beacon position. Every time a new GPS 

message arrives, the probability of each point is updated and the cloud of points gets 

concentrated, because points with lower probability are deleted and new points are gen-

erated close to the most likely ones. 

𝑃𝑡(𝑥, 𝑦) =  
1

√2𝜋𝜎
𝑒

−(𝑑−𝑧𝑡)2

2𝜎2⁄
                                       (8) 

 

The Histogram filter consists on a discretization of a 2D space into a grid of cells 

(likelihood grid map), where the center of the grid is the robot location estimation. The 

goal is to calculate the grid’s occupancy by assigning to each cell a probability of the 

beacon being located on that cell. The cell probability at time 𝑡 (𝑃𝑡(𝑥, 𝑦)) depends of 

the beacon distance (𝑑) and robot position (𝑧𝑡) estimation, as shown on Eq. (8), where 

𝜎 is the deviation (on a normal distribution) that represents the sum of all uncertainties 

associated with the robot position and beacon distance estimation. 

4 Tests and Results 

Beacon distance estimation was tested by comparing the use of an empirical and ana-

lytical models for wave propagation. The algorithm for beacon mapping on [4] was 

tested, using data provided by the iBeacons Kontakt8. 

4.1 Distance Estimation 

Distance estimation based on RSSI techniques rely on modeling the beacons RF signal 

propagation. The empirical model identified on Eq. (6) and Eq. (7) is compared with 

the Outdoor Path Loss model, identified on Eq. (3) and Eq. (4). Because data is being 

post-processed and the ground true is unknown, the comparison in relatively to each 

approach and not absolute. RSSI values were collected and used on both models to 

calculate the distance to the corresponding beacon. Results are shown on Fig. 3.  

                                                           
8  Available in https://www.kontakt.io 
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Fig. 3.   Distance comparison between the Empirical Model and Path Loss Model approaches 

The curve for the empirical model behaves exponentially, while the Path Loss model 

fits the empirical one (differences are lower than 1m) only between -95dBm and -

75dBm, which corresponds closely to 8m and 1m of distance. 

For RSSI values higher than -75dBm, the empirical model is more accurate, because 

1m is the reference distance used in the Path Loss model. As said before, the reference 

distance is the minimum defined distance in this model, so results lower than 1m don’t 

make any sense. On the other hand, the empirical model follows its exponential behav-

ior until it reaches a distance very close to 0 on high RSSI values. 

For RSSI values lower than -95dBm, a major difference is found between the Path 

Loss and the Empirical models. On the 8m distance mark, the RF probably suffers de-

viations, such as reflection and refractions, which weren’t considered on the empirical 

model. Although being theoretically considered on the Path Loss model, the model 

lacks calibration regarding some parameters, such as signal attenuation and path loss 

coefficient, which may lead to less accurate modulation of the wave propagation. The 

static values considered of path loss coefficient is 2 (value defined for outdoor environ-

ments) and the signal attenuation is simplified to 1, but, for better accuracy on calcula-

tions, these variables should be dynamically calculated over each iteration. Still, 8m is 

already a big distance to be estimated, considering the problem context and the noise 

associated to signal propagation at this kind of distances. The accuracy will improve if 

distances higher then 8m are not considered for calculations.  

4.2 Algorithm for beacon mapping 

As shown by Duarte [4], the beacons and robot position estimation have improved sig-

nificantly when fusing the GPS data and the beacon’s distance observation, by using a 

particle filter. 
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Fig. 4. Evolution of an iBeacon (id = 4903040350) Grid Map with 0.25meters/pixel resolution 

In Fig. 4 is shown the obtained likehood grid map for one beacon at four different time 

instances (0, 70, 200 and 330 seconds), on a test duration of 560. The grid map resolu-

tion is 0.25meters/pixel. The possible beacon position starts with a large circle, evolv-

ing to two small regions on stage two, which becomes one small region and ends with 

a very small spot.  

4.3 Robot Position 

Google maps API was used for illustrating the robot estimated positions on different 

time instances. By using the particle filter, robot estimation was obtained from the fu-

sion of GPS and odometry, considering the mapped beacons and beacons distance ob-

servation.  

 

Fig. 5. Planned and estimated robot trajectory 

Fig. 5 represents the tests performed for evaluating the robot position, by identifying 

the robot planned trajectory (on the left), which is considered to be the ground truth for 

comparison, the estimated trajectory using only GPS data (in the middle) and the esti-

mated trajectory using the results from the sensor fusion described, considering the 

beacons mapping and distance to beacons (on the right). 
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5 Conclusions 

The main goal of this work is to improve the robot self-localization capability by per-

forming sensor fusion techniques on data from different sensors built in AGROB V14. 

It was proven in the previous work [4] that the robot location improves by fusing bea-

cons distance information and mapping with GPS data.  

The problem of improving the robot location may be approached on two levels: the 

first is to clean and improve individual noisy sensor data already used to estimate the 

robot location. The second is to add new (still noisy) sensor data to the sensor fusion 

approach, in order to get a better estimative of the robot location. The current work 

approaches the problem by improving the noisy data of the beacons distance observa-

tions before fusing it with GPS data. Empirical and analytical models for wave propa-

gation (on RF signals) were considered and compared. Also, by fusing beacon’s dis-

tance estimation calculated on the models and GPS data, is possible to correct the robot 

position. 

For future work, noisy GPS data can be corrected, by using GPS Augmentation ap-

proaches. Regarding sensor fusion, the AGROB V14 is equipped with other important 

sensors that can be used for localization, such as a RADAR, IMU and a camera, which 

weren’t used in the current work. These sensors’ data can also be fused to the GPS data. 

Also, since several robot locations are required to estimate a beacon position, this work 

can be expanded by using multi-robot scenarios.  
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Abstract. Micro grids comprise an emergent electrical paradigm, where several 
small, distributed and independent energy production and consumption units 
need to cooperate in order to achieve a local self-sustainability, by reducing 
their dependency from the main grid. The realization of the micro grid concepts 
requires the use of advanced information and communication technologies to 
design and implement systems capable to effectively manage the micro grids 
nodes and their elements. In this senses, multi-agent systems provide a suitable 
framework, where autonomous agents, endowed with predictive data analysis 
capabilities, take advantage of the large amount of data produced in these envi-
ronments to predict the renewable energy production and consumption, contrib-
uting to the enhancement of the micro grid self-sustainability. In this context, 
this paper presents an agent-based system for the management of micro grids 
energy distribution, through the prediction of renewable energy generation. 
Some experiments were performed considering a simulation environment in a 
case study where predictive models were tested for forecasting the energy pro-
duced by renewable energy units. 

Keywords: electrical micro grid · predictive data analysis · multi-agent systems 
· renewable energy generation prediction 

1 Introduction 

Smart grids envision an intelligent energy and information network of consumers and 
producers that promotes the integration and distribution of electrical resources, aiming 
an economically sustainable electrical grid, and also improving the control, quality of 
services, energy efficiency and the system reliability and stability [1-2]. Within this 
context, the micro grids are characterized by low voltage networks, comprehending a 
community of residential and commercial buildings, equipped with small renewable 
energy generation units, such those based on photovoltaic panels (PV) and wind tur-
bines, as well as, consumption and power storage devices [3]. The main goal of the 
micro grids is to be able to operate isolated from the main grid (island mode, e.g. due 
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geographical constraints or to support outages) or with a minimal dependence, in 
order to achieve high levels of energy efficiency and self-sustainability [3]. 

Another characteristic of these electrical systems is related to the independence of 
each micro grid node, where each one has local autonomy to manage its own energy 
production, storage and consumption. In this context, to achieve high levels of energy 
self-sustainability, it is necessary the interaction and cooperation between the various 
micro grid nodes and their elements. These features make multi-agent systems (MAS) 
approach [4] suitable to deal with the challenges posed by micro grids [5]. In this 
sense, the micro grid nodes and their elements can be managed and controlled by one 
or more autonomous software agents, which are capable to take local decisions based 
on the combination of their information and the interaction with other agents. There-
fore, the MAS approach provides the flexibility and scalability required by micro 
grids to support their components autonomy and dynamics. 

Additionally, the fact that the renewable energy production entities are directly de-
pendent on intermittent unstable weather conditions (e.g. solar irradiance and wind 
speed) further increases the system dynamics and consequently the complexity to 
manage the energy usage and distribution along micro grid nodes. This characterizes 
another challenge, requiring the design of accurate short and long term renewable 
energy prediction models. Either, the management of energy consumption and storage 
is not a simple and easy task, which usually depends on the prediction of consumer 
daily habits. In this context, predictive capabilities represent an important requirement 
to provide valuable information for the micro grid renewable energy management. On 
the other hand, in electrical grids, a large amount of data has been produced and col-
lected from various sources, such as, smart sensors, meters and also electricity market 
transactions [1]. In this context, data analysis approaches, such those based on data 
mining and machine learning, can be used to understand and discover valuable infor-
mation and knowledge from historical and streaming data, by building accurate de-
scriptive and predictive models. This way, data analysis can contribute to achieve the 
micro grids goals, e.g., by predicting the renewable energy production, which can be 
used to improve the scheduling and planning of energy distribution and usage. 

The goal of this work is to use data analysis to support an agent-based system for 
the micro grid management, through the prediction of energy production, consump-
tion and storage. This paper focuses in the prediction models for the renewable energy 
production and in the MAS simulation environment used to test the proposed ap-
proach and predictive models, which was developed using JADE and WEKA frame-
works, respectively. The paper is organized as follows: Section 2 overviews the state 
of the art and Section 3 describes the MAS approach for the management of micro 
grids supported by predictive data analysis. Section 4 presents the case study and the 
agent simulation approach, while Section 5 analyses the experimental results, taking 
into consideration the prediction of short and mid-term energy production of PV pan-
els and wind turbines. Finally, Section 6 presents the conclusions and the future work. 
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2 State of the Art 

Technological advances and cost reduction of devices with embedded sensors con-
tributed for the increasing in their use in several domains and consequently in the 
amount of data retrieved and stored. The availability of large amount of heterogene-
ous data leveraged the interest in not only extract knowledge from raw data to better 
understand and explain events, but also to build predictive models to guide current 
actions taking in consideration what may happen in near future. Such interest in the 
value that can be extracted from the data has led to the emergence of the Big Data 
research field, characterized by the development of novel and advanced approaches 
and frameworks to support the data analysts in their tasks [6-7]. Big Data comprises 
basically the same algorithms, tools and infrastructures that are used for data mining 
and machine learning, but adapted and improved to support some data constraints, 
associated with the data volume, variety and velocity [6, 8]. Data analysis consists of 
the execution of tasks related to data gathering, integration, preprocessing, patterns 
identification, building and assessing descriptive and predictive analysis models [9]. 
This is a well consolidated research field supported by many different tools, frame-
works and code libraries, such as WEKA and R, including some dedicated for Big 
Data, such as Apache Mahout, Apache Storm and others. 

In the literature there are several works discussing issues regarding predictive data 
analysis in the context of electrical grids. In this context, artificial neural network 
algorithms were employed to forecast PV energy production [10] and load demand 
[11]. Also probabilistic models were employed to forecast the usage of household 
appliances [12], while data association mining algorithms were used to forecast the 
energy price and demand in smart grids [13]. 

The realization of micro grid vision, concerning the aspects of energy production 
and consumption, still depends on many technical and informational issues, related to 
the design of distributed and intelligent systems for the control and management of 
the micro grid nodes and their elements. In this context, MAS provides a suitable 
framework to support the design of flexible and scalable systems [4]. In the literature, 
the MAS approach has been used for several applications in the domain of electrical 
grids [5], such as for smart grid management [14], intelligent control of micro grid 
loads [15], implementation of real-time energy market [16] and simulating electric 
markets [17]. There are also some works that proposed MAS enhanced with predic-
tive analysis for demand side management, by forecasting the energy consumption 
demand and the renewable energy production [14, 18]. 

Usually, such works give more attention to the control and management of the 
electrical loads than the renewable energy production units. In this context, the main 
issue faced by these systems is the forecasting of the dynamic and unstable weather 
condition. Therefore, a challenge explored in this work is the combination of MAS 
and predictive data analysis for improving the management of micro grid production 
units and the energy distribution, in order to achieve a more efficient and responsive-
ness system. These tasks are supported by the combination of historical and streaming 
data from multiple sources, such as the sensors of production units and meteorological 
weather web sites. 
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3 Micro grid agent-based system 

In this work a micro grid is considered to be formed by a set of buildings that share 
the same low voltage energy distribution network, also connected to the main grid 
(Fig.1). In the micro grid each building represents a node that could be formed by 
energy consumer elements (electronics, home appliances and other electrical loads), 
energy producer elements (e.g., PV panels and wind turbines), and also by storage 
elements (e.g., battery banks). The micro grid agent-based system can be realized in 
such a way that each node of the micro grid can be represented by several distributed 
and autonomous agents (e.g., one for each node electrical element) that implement 
intelligent local strategies and interact with other agents to enhance the micro grid 
energy self-sustainability, by the management and optimization of its electrical ele-
ment. For example, a building equipped with one PV panel, one wind turbine and one 
battery bank may have two PAs, one SA, and also some CAs to manage its electrical 
loads. Electrical vehicles can be managed by an agent performing both, consumer and 
storage roles. 

 

Fig. 1. A simplified representation of a micro grid and the agent-based system configuration. 

In this sense, the agent-based system proposed in this work comprises a set of 
agents, which can perform three different roles [19]: Producer Agent (PA), Consumer 
Agent (CA) and Storage Agent (SA), see Fig.1. The autonomy of each micro grid 
node and the user interests, which could be represented by a set of agents, define 
some particular behaviors of agents, which are described in the following. 

 PA – manages the energy production and distribution of energy generator units, 
supplying energy to consumers according to their demands or delivering the energy 
surplus to be stored in power storage devices. In order to attend local node energy 
requirements, PAs always tries, firstly, to satisfy local CAs, supplying the required 
demand, and SAs, supporting their desired load levels. Then, considering these 
priority order of energy negotiation and the micro grid self-sustainability require-
ments, PAs can negotiate produced energy with non-local agents. This negotiation 
has a cost that should be lower than main grid costs. In the case of the remaining 
energy surplus, it could be negotiated with the main grid. 
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 CA – manages the energy consumption of electrical loads, considering user pro-
files and micro grid sustainability requirements. CAs interact with PAs to negotiate 
current produced energy, and with SAs to require the energy supply that comple-
ment the energy demand not provided by current production. Like PAs, CAs also 
first negotiate with local agents considering user and micro grid sustainability re-
quirements, which in this case could imply in CAs opting to save local SAs energy 
by consuming energy of non-local agents. 

 SA – manages the charging and supplying of power storage devices, considering 
their electrical constraints and efficiency. Usually, these agents are associated with 
local CAs, supporting the energy demand not attended by current energy produc-
tion, and local PAs, storing the energy that was produced but not consumed for at-
tending future demands. When micro grid is connected with the main grid, SAs can 
buy energy in lower cost periods to use it in higher cost periods. Like PAs and 
CAs, these agents can negotiate energy with non-local agents, providing or storing 
energy with a cost that should be lower than main grid costs in order to attend mi-
cro grid requirements. For energy efficiency reasons, SAs should not negotiate en-
ergy with other SAs or sell energy for the main grid. 

In the proposed approach, agents should implement several predictive capabilities, 
which are described below. In this work these capabilities are considered essential to 
support and enhance the control and management of the energy distribution through 
the micro grid elements. 

 PA – can use prediction capabilities to obtain information, in advance about the 
amount of energy that will be produced in a mid and long term, in order to deter-
mine whether it will have production surplus, or the production will not be enough 
to attend the consumer demands. This information can be used to improve the en-
ergy distribution along the consumer and storage elements or even to sell it to the 
main grid. Also, long term prediction can be used to participate in energy markets 
in an effective way, while short term prediction can be used to correct imbalances, 
caused by the long term miss prediction, or provide information for CAs to re-
schedule and shift loads. Additionally, short term predictions could be used to de-
tect any malfunction or performance degradation in the energy production units, 
e.g., by comparing if the energy produced is different from what was expected. 

 CA – can use predictive models to obtain information about the energy demand of 
electrical loads, in short and mid term, in order to optimize the energy consumption 
by rescheduling and shifting loads, according with the current energy production. 
Mid and long term predictions, considering the users and loads profiles, could be 
used to negotiate energy, in advance, with production nodes and also effectively 
participate in energy markets. Electrical disturbances or outages could be predict-
ed, in order to reduce their effects and to avoid the inoperability of the system. 

 SA – can use prediction to determine how much and the better moments to charge 
or discharge loads, according to producers, consumers and main grid conditions. 
Like CAs, SAs can predict outages and other kinds of events that require extra en-
ergy demand, in order to maintain their load levels to satisfy user and micro grid 
needs in face of such conditions. 
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For this purpose, CAs, PAs and SAs need to embed proper data analysis methods 
based on different machine learning algorithms, such as artificial neural network 
(ANN). The choice of algorithms will depend on the scenario requirements, e.g., deci-
sion trees based algorithms use simpler approaches than ANN, taking less time and 
processing resources to process and analyze data, but they usually produce less robust 
models. They are built using historical data, and could be improved as new data is 
available. The data could be retrieved from several sources, such as, weather stations 
and web sites, sensors installed in micro grid elements, historical production and con-
sumption records, energy markets and others. In this sense, the agents are also respon-
sible to perform the tasks related to the data retrieval, preprocessing and integration. 

4 Case study 

The case study considered in this work focuses in the development of predictive mod-
els for PAs to manage the distribution of renewable energy production of micro grids. 
In order to develop such models it was used real data collected from some production 
elements (static PV panels and wind turbines) of an electrical grid installed in the 
Polytechnic Institute of Bragança (IPB), Portugal, which is part of the IPB renewable 
energy project (http://vercampus.ipb.pt/). Considering the characteristics of the micro 
grid and agents presented in the previous section, a small simulation environment was 
designed and developed for the deployment and test of the proposed MAS. 

4.1 Dataset description 

In this case study it was considered two data sources, where the main parameters used 
in the experiments are described in Table 1. The dataset of the IPB micro grid project 
are sampled in each 5 minutes, and the data set comprises historical data from the last 
3 years. Also, it was used a set of meteorological data (historical and forecasts) ob-
tained from weather web sites, such as openweathermap.org and wunderground.com. 
The data retrieved from the different sources required to be synchronized, which is 
done according with their timestamps. The data was preprocessed and cleaned by 
removing the missing values and outliers, such as, some periods not or wrong record-
ed by sensors. Moreover, it was used only data from daylight time and periods of the 
day that registered the power production. 

4.2 MAS simulation environment 

A MAS simulation environment was implemented using the agent framework JADE. 
In the experiments, was used a very simple configuration for the micro grid and the 
three different agent’s roles, described in Section 3. As the focus of this case study is 
related with the prediction of the energy production, the energy consumption of loads 
and power storage were simulated based on simple static behaviors that follow some 
user load profiles and batteries charge and discharge functions, respectively. 

In the following is described the behavior of agents in the simulation environment. 

Proceedings of the Doctoral Symposium in Informatics and Telecommunications Engineering

p.156 DSIE|16



Table 1. List of data sources and parameters used for building predictive models. 

Data Source Parameter Description 

IPB Project 

Electric power (W) produced by electrical units. 

Solar irradiance (W/m2) measured by production units sensors. 

Environment temperature (ºC) measured by production units sensors. 

PV modules temperature (ºC). 

Wind speed (m/s) measured at the energy units. 

Weather web 
sites 

Environment temperature (ºC) provided by weather stations localized near 
the energy production units, registered for periods greater than 1 hour. 

Cloud cover (%) provided by the local weather stations. 

Wind speed (m/s) provided by the local weather stations. 

Humidity (%) provided by the local weather stations. 

 

 PA – in this work, it is designed to present a passive behavior, waiting and attend-
ing energy request proposals from other agents. This agent cyclically performs the 
following tasks: 1) Predict the amount of energy to be produced; 2) Attend energy 
requests of local CAs; 3) Negotiate surplus to the local SAs; 4) Attend energy re-
quests of non-local CAs and SAs; 5) Sell surplus to the network. 

 CA – has an active behavior, taking the initiative to negotiate energy with other 
agents to satisfy its demand. This agent cyclically performs the following tasks: 1) 
Predict the energy demand of home appliances for next period (in this case study 
the prediction is based on static user profiles); 2) Request energy to the local PAs; 
3) Negotiate energy with non-local PAs; 3) Request energy for local SAs; 4) Nego-
tiate energy with non-local SAs; 5) Buy energy from the main grid. 

 SA – has a passive behavior regarding the power supply, waiting for the proposals 
of CAs, and an active behavior regarding the energy acquisition, sending energy 
request proposals to PAs. This agent cyclically performs the following tasks: 1) 
Calculate the amount of energy to be acquired to supply local CAs demand and 
calculate the amount of energy that can be provided to non-local CAs (both based 
on local CAs historical requests); 2) Attend energy requests from local CAs; 3) At-
tend energy requests of local PAs to store energy surplus; 4) Attend energy re-
quests from non-local CAs; Negotiate energy with non-local PAs; 5) Buy energy 
from main grid (if economic period). 

The simulation environment was developed based on an artificial clock that emu-
late the real time in an accelerated speed, closer to asynchronous and real environ-
ments, instead of a round-based approach as in Repast agent simulation platforms. 
The simulation is based on time slots, where the agents perform the predictions and 
negotiate energy for each time slot of, e.g., 15 minutes or 1 hour interval. In order to 
reduce the complexity of agent interactions the time slots were divided into intervals 
dedicated for agents perform specific tasks (Fig.2-a). 

In the simulation, the time slot division (e.g., 1 hour time slot as in Fig.2-a), could 
be as follows: the first 5 minutes are devoted for agents perform their computations 
and predictions. The interval from minute 5 to 25 can be used by CAs to negotiate 
with PAs, giving a priority for local PAs. The following interval (25 to 45) is reserved 
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for the negotiation of CAs with SAs and SAs with PAs. The last interval is reserved 
for agents to buy or sell extra demand or surplus from the main grid. In this approach 
the main grid always sell or purchase any amount of energy for a pre-established 
price, known by all agents, in order to support agents miss prediction. However, this 
price varies according to two periods of the day (Economic – lower prices and Nor-
mal – higher prices), which directly influence and determine the way agents negotiate 
energy and the prices practiced by them. For exempla, during economic period CAs 
prefer to buy energy from PAs or main grid than from SAs. 

The local agents use the FIPA Request interaction protocols to negotiate energy, 
where an agent (e.g., a CA) request an amount of energy to other agent (e.g., PA), 
which will reply with the amount of energy it will provide. In the other hand, the ne-
gotiation between non-local agents is based on the FIPA Call for Proposal (CPF) pro-
tocol (Fig.2-b), where buyer agents send a call for proposal to seller agents with the 
desired amount of energy and price. Based on that, sellers make a proposal with an 
available amount of energy and a counter price. Buyer agents evaluate all the pro-
posals and accept those required to supply their demands, by sending an accept pro-
posal to sellers. When the sellers receive the accept proposals, if they do not have the 
total amount, but still have some, then they sell this amount, sending a message to the 
buyer, which accepts the negotiation result. 

In addition to simulation infrastructure, some graphical user interfaces (GUI) were 
developed to enable the visual monitoring, analysis and management of the agents 
and their activities (Fig.3). 

 

Fig. 2. An example of a 1 hour simulation time slot division. 

5 Experimental results 

Before the deployment of the predictive models in the PAs several experiments were 
performed to determine which machine learning algorithm, data sources and attributes 
produced better models in terms of the accuracy of the energy prediction. For the 
preliminary experiments were considered four algorithms provided by the WEKA 
framework (version 3.6): M5P (decision tree), M5Rules (rules), Linear Regression 
(linear function) and Multilayer Perceptron (ANN) [9]. The experiments were also 
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evaluated for some weather adversarial conditions, where the results for energy pre-
diction showed better values for sunny days and moderate wind conditions, in the 
case of PV panels and wind turbines, respectively. In this sense, this section presents 
the preliminary experimental results of the data analysis performed for two scenarios: 
i) short term (5 and 15 minutes ahead) prediction, used by PAs for reducing imbal-
ances in the energy production caused by the long term miss prediction, and ii) mid 
term (1 hour ahead) prediction, used by PAs for management of energy distribution 
along the micro grid, or even sell the energy surplus to the main grid. 

 

Fig. 3. Simulation environment GUI. Charts represent the energy negotiated between agents. 

5.1 Short term prediction experiments 

This experiment focused on the prediction of the energy production for a 5 minutes 
interval to 5 and 15 minutes ahead. The predictive models in this experiment only 
considered the data measured and collected by the sensors attached in the production 
units. Different experiments were performed considering: all available data, only data 
from the last previous months, and also the combination of different attributes. The 
results showed that the PV energy production is mainly affected by the solar irradi-
ance and temperatures, while the wind system by the wind speed. As weather web 
sites usually provide forecasts for periods of hours and days, in this experiment, the 
parameters used for the energy prediction were estimated based on the previous val-
ues registered by production units. This kind of forecast leads to high accurate values 
for PV system, mainly because parameters like temperature and solar irradiance do 
not vary too much in short intervals, but the same does not happen for wind system, 
as the wind speed usually presents high variability in short intervals. 

The results of these experiments are showed in Table 2. The experiments were 
done using the same computational machine, thus the time taken to build models only 
illustrates the differences between the tested algorithms. The prediction values pre-
sented good performance, with low errors and high correlation, indicating the con-
sistency of predictive models. As expected, the results for PV system were better than 
the wind system, which is affected by the very high wind instability. It is important to 
observe that the M5Rules method presented the best results but required more compu-
tational time to build the model than the other methods. Besides the time, the compu-
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tational resources requirements also need to be evaluated, but if these are not critical 
issues, then M5P could be chosen since it presented very good results-time relation. 

Table 2. Summary of energy production prediction analysis results 

 
Prediction for 5 minutes ahead 

M5P M5Rules Liner Regression Multi perceptron 
PV Wind PV Wind PV Wind PV Wind 

Computational time (sec.) 8.9 7.91 121.63 55.78 0.17 0.09 41.39 15.03 

Correlation coef. 0.991 0.839 0.991 0.841 0.989 0.837 0.990 0.840 

Relative absolute error (%) 10.899 40.252 10.628 40.080 12.894 44.502 15.590 42.178 

 Prediction for 15 minutes ahead 

Computational time (sec.) 7.16 8 143.84 56.94 0.13 0.08 41.08 16 

Correlation coef. 0.977 0.779 0.977 0.781 0.975 0.780 0.975 0.779 

Relative absolute error (%) 15.723 46.128 16.150 46.034 16.924 49.015 18.315 47.579 

 Prediction of PV energy production for 1 hour ahead 
Computational time (sec.) 0.4 1.4 0.01 1.83 

Correlation coef. 0.951 0.952 0.858 0.926 

Relative absolute error (%) 25.997 25.555 49.852 37.003 

 
Fig.4 illustrates the values of PV energy production of three days compared with 

the values predicted for intervals of 5 minutes for 5 and 15 minutes ahead, by the 
M5Rules method. In this figure, the small distance between the real and predicted 
energy values indicates the accuracy of prediction models, which presented small 
relative absolute errors, leading to a prediction deviation of around 250W. 

 

Fig. 4. The differences between the energy produced and predicted for short term of 3 days. 

5.2 Long term for energy supply 

This experiment focused on the prediction of the PV energy production for the next 
hour interval, based on the data provided by weather web sites. Such providers usual-
ly make forecasts for the environment temperature, wind speed, cloud cover, and 
others, however, the solar irradiance at surface, which is the main factor that influ-
ences the PV power production, is not forecasted. Thus in order to obtain an approxi-
mation for the value of this parameter, it was used the hourly extraterrestrial solar 
radiation, calculated according to the equations presented by [2]. This way, it is ex-
pected that machine learning algorithms be capable to learn how to approximate the 
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surface solar irradiance based on the calculated hourly extraterrestrial solar radiation 
and the cloud cover values, provided by the weather web sites. 

The results of this experiment are summarized in the lower part of Table 2. The 
analysis of these values showed that the long term prediction was much worse than 
the previous ones, mainly due to the bad accuracy of the weather web site data. Con-
sidering these bad results, the experiments were not performed for wind system, 
which would present much worse results. 

6 Conclusions 

The paper presented an approach to enhance MAS with predictive data analysis for 
supporting the electrical micro grids management, aiming to improve the energy dis-
tribution and self-sustainability. In this sense, data mining and machine learning algo-
rithms were used because their capabilities to build good models, when large amounts 
of sample data are available, while MAS was used since its autonomous and distribut-
ed nature provide an appropriate and powerful approach to address the micro grids 
organization and dynamics. 

An agent-based simulation environment was designed and developed to test the 
proposed approach, considering a simple micro grid configuration. In the preliminary 
experiments this environment implements some simple and static agent behaviors and 
energy negotiation strategies. Additionally, some data analysis experiments were 
performed to predict the renewable energy production, using different machine learn-
ing algorithms and real data from different sources. Preliminary results showed that 
the short term prediction presented very accurate results for PV system, while the 
results for wind system were not so good, given the higher instability of wind speed. 
The long term prediction showed worse results, which were already expected given 
the higher variability of weather conditions in long term and the inaccuracy of mete-
orological data forecasts. 

Future work aims to improve the simulation environment to support more micro 
grid features and agent negotiation strategies. Also, it will focus in the development of 
predictive capabilities for consumer agents. 
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Abstract. Spectrum sensing is a very important function of cognitive
radio to prevent harmful interference with licensed user. In order to in-
crease the usage level of the spectrum holes while maintaining seamless
wireless connectivity spectrum sensing must be used. There are several
techniques to sense the spectrum. In this paper, one of the popular tech-
nique energy detection is investigated. This involves multiple cognitive
radios cooperation, coordination and collaboration to detect spectrum
holes through energy detection.To achieve this, the optimal data fusion
rule is derive. Optimal voting rule and detection threshold are investi-
gated to minimizes the total error rate probability in cooperative spec-
trum sensing. The proposed method improve the performance of spec-
trum sensing and increases spectrum utilization.

Keywords: Cognitive Radio · Spectrum Sensing · Energy Detection

1 Introduction

Over the last decade the rapid growth of high data rate wireless devices, tech-
nologies and services create an increasing demand for a wireless spectrum. Glob-
ally, mobile networks face a wireless bandwidth crisis and mobile devices are
only allowed to use certain frequencies. New emerging Voice and Video services
on the internet required far more bandwidth than its available for the current
networks. Further to that, On the platform of Software defined radio (SDR) in
which modulation, coding, framing and processing are software based. The con-
cept of cognitive radio emerges and an additional Module of Intelligence that can
sense, learn and adapt is added to SDR platform and the technology is named
as cognitive radio.

In cognitive radio it is possible to use all available frequencies and at the
moment radio can communicate only with other radio of the same kind. Cognitive
radio enables a new level of interaction and can communicate to any radio and
it can quickly adapt to the unusual environment and ensure proper operation of
the network [1]. However, the recent studies show that wireless networks today
are characterized by a fixed spectrum assignment policy result in poor spectrum
utilization. To address this problem cognitive radio technology is proposed that
enable the access to the network when it is not occupied by a licensed user and
can provide access to the other user in the intermittent period called spectrum
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hole or white space. Thus,increases spectral efficiency. The basic task of the
cognitive radio (CR) is to detect the licensed user in CR network also know as
primary users (PU’s). Once, the CR identifies the present or absent situation
of PU’s. It can improve spectrum utilization to borrow unused spectrum or
share the spectrum with an unlicensed user known as Secondary user (SUs) by
sensing the radio frequency environment. Moreover, The aim of this cognitive
radio technology is to avoid harmful interference between primary and secondary
users by utilizing spectrum holes for required throughput and quality of service
(QoS).

The main parameters that can detect harmful interference in a cooperative
spectrum sensing are probability of false alarm Pf and probability of detection
Pd. The probability of a user declaring that PU is present when the spectrum is
actually not occupied is the probability of false alarm Pf . In addition to that,
the probability of a user declaring that PU is present when the spectrum is
actually occupied is the probability of detection Pd [2]. Later, in the section
4 these terminologies are discussed in detail. Due to miss in the detection can
cause the interference. To prevent this, an optimal data fusion rule is defined
and the probability of detection is maximized for the constraint of false alarm.

The problem that needs to be addressed in spectrum sensing is hidden ter-
minal, as CR is affected due to multipath fading and shadowing. There is good
chance that at the time the primary user occupied the spectrum but it may be
possible that CR can’t recognize the presence of primary users (PUs). Due to
this problem it can cause interference to the licensed user which is strictly not
allowed. In order to resolve this issue a spatial diversity technique is exploited
based on the location of CR users. The user can share their sensing information
to make a combined decision rather than the individual decision of cooperative
partner.

The rest of the paper is organized as follows. In Section 2 the roles and ap-
proaches of Knowledge-base ( brain ) in a cognitive radio are discussed, in the
vicinity of cognitive radio networks. Section 3 and 4 describes the cooperative
spectrum sensing through energy detection and address the hidden node problem
in cognitive radio networks and proposed methodology that optimizes Cooper-
ative spectrum sensing through energy detection. Particularly, In section 5 the
results were simulated using MATLAB by applying optimal data fusion rule
to facilitate cooperative spectrum sensing while satisfying a given error bound.
Finally, Conclusions are given in section 6.

2 Brain of Cognitive Radio (Knowledge Base)

The Brain of cognitive radio act as a knowledge base. The database that stores
all the information of the radio frequency environment in a centralized database
as shown in Fig.1. The performance of cognitive radio depends on this knowledge
base that contains all the information and characteristic of primary user(PU)such
as traffic patterns, locations and power transmitted. This information is used to
facilitate the detection processes of PU.
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Knowledge base serves as two roles in cooperative sensing. Firstly, to en-
hance the detection performance by learning statistical models from database.
Secondly, it alleviate the burden of cooperative sensing by retrieving the spec-
trum information such as a list of available PU’s that occupied the channel from
the given database.This improve spectrum utilization without harmful interfer-
ence.

The Fig.3 shows knowledge Base of cognitive radio. The following knowl-
edge Base approaches are discussed:Radio Environment Map, Received Signal
Strength Profile, Power Spectral Density Maps and Channel Gain Maps.These
approaches are useful to provide various information to detect primary user
(PU).

Fig. 1. Knowledge Base In CR Spectrum Sensing

2.1 Radio Environment Map

In CR networks, radio environment map is a centralized database that is used to
access CR user information such as locations, available spectrum and primary
user signal type [3]. Thus, it can improve detection performance in local and
cooperative sensing. However, radio environment map contain large overhead
due to the large information access and transfer between CR users.

2.2 Received Signal Strength Profile

In this module each cooperative user combines the received signal strength(RSS)
sample and establish statistical distribution at each CR’s locations. Moreover,
each user estimates the noise power distribution for RSS profile. RSS profile is
very important for the frequency and time variations.
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2.3 Power Spectral Density Maps

In [4], a power spectral density (PSD) map is proposed based on distributed
cooperative sensing.In this, CR users locally collect PSD map and exchange
messages with on hop-neighbours. This method is adapted to the environment
changes and with these maps user location power of the primary user transmitter
can be tracked and justified.

2.4 Channel Gain Maps

In [5, 6], another techniques to track the primary User (PU) locations and their
transmit power is proposed by using channel gain maps in a cooperative sensing
environment. In this scheme, each CR user maintains the metric details of the
parameters of the channels including shadowing, loss and fading. The Kalman
Filtering is used in order to track fading at any point within the area.

3 Energy Detection

In this paper energy detection technique is selected in order to sense a spectrum
and it is a very popular method for detection of the unknown signal [7]. The
block diagram of energy detection is shown below:

Fig. 2. Energy Detection in Spectrum sensing

Initially, Input signal Y(t) is filtered in order to limit noise and only permits a
certain range of frequencies. Next to that, in the Fig.2. there is energy detector
block that consist of squaring device and then in last finite time integrator. The
output of the integrator at any time is the energy of the input to the squaring
device over the interval T [8]. The output signal V from the integrator is given
by (1):

V = 1/T

∫ t−T

t

|Y (t)|2 dt (1)
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In last, this output signal V is compared to the threshold n in order to decide,
whether a signal is present or not.The threshold is set according to statistical
properties of the acquired output V.

As a matter of fact, several signal detection techniques are used in order to
enhance the detection probability. The Energy detection method is optimal be-
cause of its simplicity and no priori knowledge of primary user (PU)signal is
required. This method is also optimal for detecting any unknown Zero-mean
constellation signals.

4 Spectrum Sensing

One of the important requirement of the cognitive radio (CR) is to sense the
radio frequency environment and identify spectrum holes. CR are designed in
such a way that it learn and adapt the radio frequency environment quickly
by detecting that the primary user is receiving data within the communication
range of CR user. However, Practically it is not easy to estimate channel di-
rectly based on the local observation of CR Users [9]. To make most out of it,
CR communication is performed before allowing the Unlicensed user to access
a vacant licensed channel. The idea of the spectrum sensing is formulated as
a binary hypothesis and the CR spectrum sensing is to be decide between the
following given hypothesis (2):

Xi(t) =

{
ni(t), H0

hi ∗ s(t) + ni(t), H1

(2)

Where; Xi(t) : Observed signal at the ith Cognitive radio.

hi : Complex Channel Gain between PU and ith Cognitive Radio.

s(t) : PU Signal.

ni(t) : Additive White Gaussian Noise(AWGN).

H0 : Primary user absent.

H1 : Primary user operation presence absence statistics.

Moreover, the radio frequency energy in the channel is measured over a fixed
bandwidth W and an observation time window T for the purpose of whether the
channel is vacant or occupied. As shown in Fig.3. A scenario of cognitive radio
networks composed of ”K” cognitive radio (Secondary User) with the common
receiver is illustrated. The common receiver act as a base station (BS) and man-
age information of cognitive radio networks and associated K cognitive radios.
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Fig. 3. Spectrum Sensing Configuration in Cognitive Radio Networks

It is also assumed that cognitive radio performs local spectrum sensing indepen-
dently.

For the detection of performance the probabilities of detection and false alarm
are defined as below:

Pd = P{decision = H1/H1} = P{Y > λ/H1} (3)

Pf = P{decision = H1/H0} = P{Y > λ/H0} (4)

Where: Y” is the decision statistics and λ” is the decision threshold.

5 Cooperative Spectrum Sensing

As highlighted earlier on of the challenge of the spectrum sensing in cognitive
radio is hidden node problem that is caused when the cognitive radio is shad-
owed. To resolve this issue multiple cognitive radio coordinate and then send
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the decision to the common receiver by mutual cooperation and it can greatly
increase the probability of detection because of the combined sensing decision
rather than individual sensing. In a cognitive radio environment spectrum sens-
ing is performed as [10]:

Step 1:Every cognitive radioı performs local spectrum sensing independently
and then make decision Di ∈ {0, 1} for all i = 1, .....K;

Step 2:All Cognitive radios forward the binary decision to the common re-
ceiver. In the case of Cellular communication it forward the decision to the Base
station (BS) .

Step 3:Based on step 2 the common receiver combines those binary deci-
sions and makes a final decision H0 or H1 to infer the presence or absence of the
primary User (PU) in the observed frequency band.

In the above step by step process of cooperative spectrum sensing each in-
dividual cognitive radio i make a binary decision based on its local observation
and forward it to common receiver. At the common receiver, all 1-bit decision
are fused together to the following logic rule:

Z =

K∑
i=1

Di

{
≥ n, H1

n <, H0

(5)

Where: Z=Logic Rule
Data Fusion and Process of Result i.e Di ∈ {0, 1}.

H0 and H1 here denotes the inferences drawn by the Base station (BS) that
the primary user (PU) signal is transmitted or not transmitted [11]. The Equa-
tion(5) demonstrates that BS infers the PU signal is being transmitted, i.e ,H1

When there exist at least n out of K cognitive radios inferring H1.Else,the BS
decides that the PU signal is not being transmitted denoted by H0. The OR
and AND logic are applied which corresponds to the case of n=1 and n=K
respectively.

It is assumed here, that the distance between two cognitive radio is small
as compared with the distance from any other cognitive radio to the primary
transmitter. Therefore, the received signal at each cognitive radio experiences
almost identical path loss [11].

Now, let us consider a scenario of Rayleigh fading with instantaneous SNR’S
in independently and identical distributed(i.i.d)over RF environment. Moreover,
it is also to be assumed here, that all the cognitive radio use the same threshold
level λ.

This results in Pf being independent of i and denoted by Pf . In the case of
an AWGN channel Pd is independent of i and denoted by Pd. However, in the
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case of a Rayleigh fading channel it is assumed that Pd to be Pd and averaged
over the statistics of instantaneous SNR’s over time.

For the both kind of channel we get the expression(6) that define the aver-
age probability of miss detection stated below:

Pm = 1− Pd (6)

The probability of false alarm in cooperative spectrum sensing is given in (7) as
a generalized Marcum Q-function:

Qf = Prob {H1/H0}

=
k∑

l=n

(
k

l

)
[Prob {H1/H0}]l [Prob {H0/H0}]k−l

Qf =
k∑

l=n

(
k

l

)
P l
f [1− Pf ]

k−l
(7)

The missed detection probability of cooperative spectrum sensing is given in
(8)as a generalized Marcum Q-function:

Qm = Prob {H0/H1}

Qm = 1− Prob {H1/H1}

= 1−
k∑

l=n

(
k

l

)
[Prob {H1/H1}]l [Prob {H0/H1}]k−l

Qm =
k∑

l=n

(
k

l

)
P l
d [1− Pd]

k−l
(8)

The Qf and Qm are generalized Marcum Q-function average over the SNR dis-
tribution and the total error rate is defined as the sum of Qf and Qm.

6 Simulation Results and Analysis

The main metric of sensing performance is to either minimize the miss detection
probability for a target false alarm or in other case minimize the false alarm
probability for a target miss probability. In this paper investigation of the total
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error rate probability Qf+Qm in terms of several parameters has been carried
out and simulation were performed in order to predict optimal data fusion rule
and optimal energy detection threshold.

The investigation of the threshold level with total error probability is carried
out to improve the spectrum sensing performance and to reduce the collision
probability while cognitive radio user is functional in the energy detection spec-
trum sensing environment. The simulation was performed using MATLAB in
order to determine the optimal data fusion rule, optimal energy detection thresh-
old and the total number of cognitive radios required for cooperative spectrum
sensing without any harmful interference.

Fig. 4. Total error probabilities Vs detection threshold for various for n=1-10,K=10
and SNR 10dB

Let us discuss some intuitive results shown in Fig.4.Which shows that the
total error rate with respect to the detection threshold for various data fusion
rules from n=1 to n=10 in cognitive networks with only 10 users. It is examined
that the optimal voting rule over the all examined range of values of detection
threshold is n=5 . Although, for a very small fixed threshold level, the optimal
is the AND rule i.e n=10.Similarly, for a large fixed threshold, the OR rule i.e
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n=1, consider to be optimal.

Further to that, in Fig.4. it can be also observed that the total error rate curve is
a convex function of the detection threshold for any given value of n. Moreover,
this refers to only one value of the threshold exists which is useful to minimize the
total error bound. Therefore, the result obtained from Fig.4. satisfy the criteria
of optimal fusion rule that will facilitate the cooperative spectrum sensing of the
cognitive radio and determine the presence or absence of primary user(PU) in a
real-time Radio frequency environment without any harmful interference.Thus,
increases spectrum utilization through cooperative spectrum sensing of cognitive
radios. As a result, the spectrum can be used more efficiently.

7 Conclusion

Cooperative Spectrum sensing through energy detection is a better technique to
improve detection performance in a cognitive radio networks. In this study, it
has been found that the optimal data fusion rule minimize the total error rate
probability, while satisfying a given error bound. The proposed scheme provides
better spectrum sensing performance under set optimal data fusion rule.
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Abstract. The automatic extraction of topics from text is an area of
research with a fast evolution in recent years. We use two different meth-
ods for topic extraction, Latent Dirichlet Allocation (LDA), and Term
Frequency-Inverse Document Frequency (TF-IDF) and compare them in
several experimental situations. We also test the use of stemming pro-
cessing of data in the context of our dataset and with topic extraction in
mind. We study these methods by applying them to a dataset composed
by scientific literature production. These documents are the 2014 work
of researchers from the Czech Republic. The results obtained are conclu-
sive and provide decision support for the choice between these methods
with our dataset. TF-IDF provided better results when compared with
LDA. Additionally, TF-IDF with clustering approached LDA with in-
creasing size of analyzed text data. Finally, all methods increase quality
when applying stemming to the data. The goal is to provide, in a near
future, a complete prototype developed for the purpose of the study and
visualization of affinity between authors and their topics of studies or
research.

Keywords: NLP · Researchers Dataset · Topic Modeling

1 Introduction

Some authors, for example, Blei [3], emphasize that generative statistical and
distribution models for text have the potential to make important contributions
to the statistical analysis of large document collections. One example of these
generative models is the topic model. These models enable the use of refined
statistical methods to identify the structure that underlies a set of words com-
bined in phrases. Topic models might use many of the key assumptions behind
Latent Semantic Analysis (LSA) but enabling the identification of a set of in-
terpretable probabilistic topics rather than a semantic space. Investigating these
models provides the opportunity to expand both the practical benefits and the
theoretical understanding of statistical language learning.

Our contribution with this work is the study of clustering and its impli-
cations when applied to the author’s data. We experiment with the TF-IDF
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matrix, and after applying cosine similarity to it. We aim to find representative
elements in the cluster division of the obtained authors similarity data and their
topics. We use these extracted topics from the exemplar or central element of
the cluster to generalize to every cluster’s element. We provide a comparison
with a well-known benchmark method and obtain results for our dataset. We
also test the application of stemming in topic extraction and provide results of
this experiment.

Regarding the structure of this document, we start by including milestones
and breakthroughs regarding topic model in 2. Topic modeling will be the main
task regarding the goals of this research. Then, we also provide a brief statistical
analysis of the dataset used for these experiment tasks in 3. We introduce the
methodology for our experiments with topic modeling in 4. The results we ob-
tained with our data are presented in 5 and finally, we conclude this document
in 6 providing also some thoughts on the future work or necessary studies to
improve this research.

2 Related Work

Several studies have already addressed Topic Modeling. This section first in-
troduces related work with a more generic approach including an overview of
research in this area. The selected publications imply milestones or novelties
regarding this subject of Natural Language Processing (NLP) related research.

In a second subsection we introduce related work regarding Topic Modeling
applied to scientific research data. Thus, we describe the previous NLP applica-
tions developed, focusing on research text data.

2.1 Topic Modeling - Milestones and Approaches

Lin and Hovy claim that only about 30% of topic keywords are not mentioned
in the text directly [9]. The authors conclude that only about 30% of the hu-
mans’ abstracts in this domain derive from some inference processes. They also
conclude that in a computational implementation, only about the same amount
has to be derived by processes yet to be determined with further research. The
authors wrote that the titles contain about 50% of the topic keywords; the title
plus the two most rewarding sentences provide about 60%, and the next five or
so add another 6%. The authors, therefore, conclude that a fairly small number
of sentences provides 2/3 of the keyword topics.

Lin and Hovy provide empirical validation for the Position Hypothesis. The
authors also describe a method of deriving an Optimal Position Policy for a
collection of texts within a genre, as long as a small set of topic keywords is
defined with each text. The Precision and Recall scores indicate the selective
power of the Position method on individual topics. Additionally, the Coverage
scores indicate a kind of upper bound on topics and related material as contained
in sentences from human-produced abstracts.
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Lean and Hovy evaluations treat the abstract as ideal - the authors rest on
the assumption that the central topic(s) of a text are contained in the abstract
made of it. In many cases, this is a good assumption; it provides what one may
call the author’s perspective of the text. But this assumption does not support
goal-oriented topic search, in which one wants to know whether a text pertains
to some particular prespecified topics.

Topic models have also been extended to capture some properties of language,
such as the hierarchical semantic relations between words [4], and the interaction
between syntax and semantics [6].

Titov and McDonald [14] presented multi-grain topic models and claimed
that they are superior to standard topic models when extracting ratable aspects
from online reviews. According to the authors, these models are suited to this
problem since they enable the identification of important terms, but also cluster
them into consistent groups, which is a handicap of previously proposed methods.

AlSumait et al. [2], developed an online topic model for discrete data to model
the temporal evolution of topics in data streams. The researchers used a non-
Markov on-line LDA Gibbs sampler topic model (OLDA), in which the current
model, along with the new data, guide the learning of a new generative process
that reflects the dynamic changes in the data. They achieved this by using the
generated model, at a given time, as a prior for LDA at the successive time slice,
when a new data stream becomes available for processing. The weight of history
in the generative process can be controlled by the weight matrix depending on
the homogeneity of the domain. The authors claimed that the model results
in an evolutionary matrix for each topic in which the evolution of the topic
over time is captured. In addition, the authors proposed an algorithm to detect
emerging topics based on the framework of OLDA. By processing small subsets of
documents only, OLDA is claimed to enable the learning of meaningful topics, in
some cases with higher quality than the LDA baseline. Additionally, the authors
claim their method also outperforms LDA in detecting topics represented by a
small set of documents at a certain point in time.

Sendhilkumar et al. [13], claim that their hPAM method is better to topic
model research articles as the authors experienced better performance in terms
of accuracy, precision and recall for retrieval of relevant documents. The authors
include originality (inverse of similarity) as a parameter to define novelty in
the documents. The described approach is not fully quantitative as it considers
the semantics of concepts in the research article. The authors add they will
be focused in further implementations and a qualitative approach for research
articles, involving sentence importance and sentence contribution to novelty.

Gansner et al. [5], experiment streaming topic extraction with LDA and TF-
IDF and argued that when extracting topics from short texts like twitter posts,
the authors have better results with TF-IDF. Nonetheless, the authors did not
experiment with the online version of LDA, the OLDA. According to the previous
cited publication [2], when compared with LDA, OLDA presents better results
than LDA for some use cases.
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2.2 Topic Modeling of Scientific Production

The vast majority of the analysis of scientific production uses citations [12]. This
includes the analysis of metrics as the frequency, patterns and graphs of citations
in scientific written production like articles and books. Another approach already
explored is the discovery of similarities between researchers. It was addressed
by Price et al. [11], aiming to facilitate the process of paper distribution to
reviewers. Their web-based methodology, called SubSift [11], retrieves researcher
profiles based on their publications. These profiles enable a typical Information
Retrieval task. The papers submitted to a scientific conference – playing the role
of Query in IR – are compared with different profiles, in order to optimize the
task of attributing articles for review.

Another approach was presented by Trigo et al. [15]. The authors present an
Information Retrieval tool that facilitates the task of the user when searching
for a particular information that is of interest to him. Trigo et al. [15] propose
a system that processes a dataset of documents to produce a graph. This graph
nodes represent documents and the links define similarities between nodes. The
authors aim to offer the user a tool to navigate in the space of documents in
an easy way. The authors present a case study that shows affinity groups based
on the text production of researchers, beyond the previously established com-
munities revealed by co-authorship. It characterizes the activity of each author
by a set of automatically generated topics/keywords and by membership to a
particular affinity group. The authors also provide validation methods of the
most relevant information to be retrieved from researchers publications, analyse
the impact of titles, abstracts and keywords on capturing the similarity between
researchers.

Topic models such as LDA [4] and hierarchical models [8] have been suc-
cessfully applied to various publications such as The American Political Science
Review and Science. The work of Hall et al. [7] introduce the study of the history
of ideas developments by using LDA and topic entropy. In [10] the authors ex-
tend over the work of Hall et al. [7] by adding two related fields (Linguistics and
Education) and by employing various novel topic models for scientific research
analysis.

3 Case Study

In this case study, we selected R&D publications from Czech Republic researchers.
The dataset is publicly available in [1]. The dataset can be exported to a .html file
or .xls. This dataset has a high amount of information including research area
for each publication, authors, titles, abstracts, keywords, type of publication
(which might include conference papers, book chapter, conference proceedings,
patents, software, algorithms among many others), author’s research institution
and others. This is a complete source of information and there is information
for dozens of years starting from around 1985 until 2015. The high quality and
high organization of this structured data make it a good source for text mining
or NLP tasks.
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After exporting the data for 2014, we selected conference papers and book
chapters only. Therefore, the number of publications was reduced from around
25000 to 5110 publications. For this amount of publications, we selected the titles
and abstracts for our NLP tasks. In average, the titles have 11 words and the
abstracts have 240 words. This amount of publications represents approximately
2800 different first authors.

Pre-processing the data is important in an information retrieval context since
we are interested in reducing noise in data. Thus, by treating the text, we achieve
less entropy in our models and achieve better results from automatic machine
learning procedures. The pre-processing of data included the following sequence
of procedures:

1. removal of whitespaces
2. removal of stopwords
3. removal of punctuation except hyphenated compounds
4. removal of numbering
5. convert every word to its lowercase version

This pre-processing was completely done with the tm package available for
R language.

After text data pre-processing, there are 38544 terms in titles and 822888
terms in abstracts. It is visible that the titles have high sparsity with few words
repeated many times and a high amount of words existing only one time. Fig. 1
representation of frequency distribution makes us conclude that it is approached
by a power law distribution.

Fig. 1. Frequencies Counting for Titles Words

The distribution of words in abstracts is represented in Fig. 2. It is visible
that the abstracts have high sparsity with few words repeated many times and
a high amount of words existing only one time. Again, as previously with the
titles, this representation of frequency distribution makes us conclude that it is
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approached by a power law distribution. This is an expected characteristic when
studying text data.

Fig. 2. Frequencies Counting for Abstracts Words

Both previous figures were smoothed by application of a logarithmic function
to the values of frequency occurrences.

4 Methodology

With the described data we are interested in finding topics in the documents
available in the dataset. Our approach to the data has several possibilities. Suc-
cinctly, we can study:

– Titles of publications
– Abstracts of publications
– Titles and Abstracts concatenated

Additionally, the data available enables the use of the provided authors key-
words to validate all experimented methods and their results. Since we have the
goal to find an affinity between authors and topics, we are interested in finding
the topics each author approaches in their publications. Thus, we concatenate
every author’s publications in one document for each author. This is true either
for titles, abstracts or titles plus abstracts. To evaluate, we proceed to group all
author’s keywords in one document for each author.

The procedure used to extract the topics relies on experimenting with two
distinct methods, LDA and TF-IDF. For these methods we find the similarity
of the extracted topics/keywords with the keywords provided manually by the
authors. In the end, we have the similarity/overlapping results for every author
and regarding both methods. Additionally, we extend the TF-IDF method, by
finding clusters of authors in the cosine similarity matrix, obtained from TF-
IDF matrix. Then, we generalize the extracted topics of the central author (the
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exemplar or centroid) in each cluster, for every author belonging to the individual
cluster.

4.1 Extraction of Topics

We used two different methods to extract the topics from the data. Following
some related work we opted for LDA [4] and TF-IDF. For this task, we used the
R language implementation of LDA from the package topicmodels. The TF-IDF
method was applied to the data by using the package tm also for R language.

4.1.1 LDA The intuition behind LDA is that documents have multiple topics.
Furthermore, knowing that the document blends those topics would help you
situate it in a, for example, collection of scientific articles. LDA is a statistical
model of document collections that tries to capture this intuition. It can be
described by the generative process associated to this method. This process
involves randomly selecting a model assumed to be one the documents arose
from.

Blei et al. [3, 4] formally define a topic to be a distribution over a fixed
vocabulary. For example, the streaming topic has words about streaming with
high probability and the clusterization topic has words about clusterization with
high probability. Then, for each document in the collection, the authors generate
the words with a process involving two stages.

1. Randomly choose a distribution over topics
2. For each word in the document

(a) randomly choose a topic from the distribution over topics in step 1
(b) randomly choose a word from the corresponding distribution over the

vocabulary

This statistical model reflects the intuition that documents exhibit multiple
topics. Each document exhibits the topics in different proportion (step 1). Ad-
ditionally, each word in each document is drawn from one of the topics (step
2b), where the selected topic is chosen from the per-document distribution over
topics (step 2a).

The distinguishing characteristic of LDA is all the documents in the collection
share the same set of topics. Nonetheless, each document exhibits those topics
in different proportion.

4.1.2 TF-IDF TF-IDF is typically a computationally less complex option to
calculate similarity using word counts. Since this counting can be biased toward
common words in the documents, some adjustments have to be done. Thus, the
term counting is weighted by the inverse of the number of appearances of the
same term in the documents. We can mathematically formalize this the following
way:
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- Let D be the set of documents, d ∈ D, a document consisting of a sequence
of words (terms), and t a particular term of interest in d. Then the scaled word
count based on TF-IDF is

tfidf(t, d) = tf(t, d) ∗ idf(t,D) (1)

where tf(t, d) is the fraction of times the term t appears in d, and idf(t,D)
is the logarithm of the inverse of the proportion of documents containing the
term.

4.1.3 TF-IDF with Clustering The similarity of documents can then be
calculated by cosine similarity of the TF-IDF vectors. After calculating similar-
ity, we can extract the clusters presented in the author’s list with the apcluster
package for R language. Finding clusters, in this case, will signify that we have
similar authors grouped together. We assume these authors are similar because
they approach similar topics of studies. Then, for each cluster, we find the ex-
emplar i.e. the central author, and assume the cluster topics is represented by
the exemplar topics. We validate this assumption by iterating, for each clus-
ter’s authors, and then comparing the cluster’s topics with the cluster’s authors
keywords.

4.2 Stemming

For further research about the results from both models, and since we are vali-
dating the models with the author’s keywords, we are interested in finding the
root of the words resulting from the automatic extraction and the root version
of the keywords themselves.

It is commonly described that stemming is the term used in linguistic mor-
phology and information retrieval to describe the process for reducing inflected
or sometimes derived words to their word stem, base or root form. Frequently,
the stem is not identical to the morphological root of the word. Additionally, it
is usually sufficient that related words map to the same stem, even if this stem
is not, in itself, a valid root.

For example, a stemming algorithm reduces the words “streaming”, “streamed”,
and “streamer” to the root word, “stream”. Another example, the words “en-
due”, “endued”, “endues”, “enduing” reduce to the stem “endu”. This last case
exhibits a situation where the stem is not itself a word or root. By using stem-
ming, we expect that both models increase the similarity with the keywords.
This is a result of normal use by the authors of different forms for the same stem
in different textual situations like, for example, in titles, abstracts or keywords.
Further developments will be presented in the following sections.

For this task, the R language was used, more specifically the tm package. This
package provides the possibility of executing stemming of a Corpus of documents.
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4.3 Evaluation of topics/keywords generated

To validate and compare both LDA and TF-IDF results, we use a similarity
measure to compare the author’s keywords and the model results for topics
extraction. The following formula describes the method to find this similarity:

similarity =
common2

c(wK) ∗ c(wM )
(2)

where common is the intersection of both groups i.e. the number of words
that appear in both the results and the keywords. c(wK) and c(wM ) are the
total number of words the author’s keywords group has and the method (LDA
or TF-IDF) provides, respectively. The values for the TF-IDF method similarity
are calculated with the topics extracted from each author’s TF-IDF matrix row,
and by selecting every term with value superior to 0. Additionaly, with LDA, we
used all terms generated by the method for each author’s topics.

5 Results

The results presented in this section were all obtained with the use of R language.
The results are presented to provide a clear comparison between LDA and TF-
IDF methods applied to our data. We provide a comparison of the LDA method
and the TF-IDF method with and without clustering. Finally, we also provide the
same experiments but applying stemming to the data in the validation process.

5.1 LDA vs TF-IDF

The average similarity results are presented here to provide a comparison for
all methods. This average similarity is calculated with all first authors in the
dataset.

5.1.1 Without Clustering In this section, we present a comparison between
LDA and TF-IDF results for each author. Using only the titles, the average
similarity for LDA is 0.176 and with TF-IDF is 0.217. For the abstracts, with
LDA, the average similarity is 0.040. Additionally, with TF-IDF, the value is
0.105. Regarding the titles plus the abstracts, with the LDA method, the average
similarity is 0.029. With TF-IDF, this value is 0.103.

Table 1. Average Similarity with LDA and TF-IDF without Clustering
Average Similarity

Topic Extraction Method Titles Abstracts Titles + Abstracts

LDA 0.176 0.040 0.029
TF-IDF 0.217 0.105 0.103
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Table 1 presents results that indicate TF-IDF is better than LDA in the
extraction of topics when these topics are compared with the author’s keywords.

5.1.2 With Cluster Exemplars In this section, we provide the compari-
son between LDA results for each author and the TF-IDF results obtained by
generalizing the cluster’s exemplar and its extracted topics.

Table 2. Average Similarity with LDA and TF-IDF Clustering Exemplars Gen-
eralization

Average Similarity

Topic Extraction Method Titles Abstracts Titles + Abstracts

LDA 0.176 0.040 0.029
TF-IDF 0.066 0.029 0.029

Table 2 presents evidence the TF-IDF method equals LDA with more data
in the studied dataset.

5.1.3 Using Stemming - With and Without Clustering In this section,
we provide the results for LDA, TF-IDF with clustering and TF-IDF without
clustering but using stemming when processing the extracted topics and also
author’s keywords.

Table 3. Average Similarity with stemming and for LDA and TF-IDF, with
and without clustering

Average Similarity with Stemming

Topic Extraction Method Titles Abstracts Titles + Abstracts

LDA 0.206 0.044 0.033
TF-IDF with Clustering 0.076 0.031 0.032

TF-IDF without Clustering 0.256 0.120 0.118

Comparing table 3 results with previous tables 1 and 2, we emphasize that,
by stemming the topic extraction results and also the keywords, leads to better
values of average similarity. This result suggests that topic extraction of this
dataset improves by using stemming. This is true for every variant of the method
or dataset (titles or abstracts, or even titles plus abstracts).

5.2 Discussion of Results

Our results indicate that TF-IDF is the best method to automatically extract
topics with our dataset. Additionally, with the titles dataset, we obtain better
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similarity values which indicate that both models extract more topics/keywords
with less tentative provided terms. These topics have, therefore, higher similarity
to the keywords provided by the authors. With abstracts or titles plus abstracts,
the similarity values are lower. This happens because both models extract more
terms and intersect less with the keywords provided by the authors.

Our results, by using clustering, were not conclusive to provide clear im-
provements in the extraction of topics when compared with the LDA method
for each author. We stress that we have conducted a study with one year of data
(2014). This short period of data might cause the clustering to have low density.
Thus, the elements belonging to the same cluster might not have the expected
similarity between them. Additionally, as the amount of data increased, for ex-
ample, with titles plus abstracts the similarity decreased and is comparable to
the similarity obtained with the LDA method. Thus, the exemplar or central
element of the cluster might be representative of the cluster’s generalization of
topics if we had more data. Since we have only one year of data, we have less
than 2 publications per year and by each author, which implies more variety of
areas of research and, therefore, points in data clusters with higher dispersion.
So, a question is, if we had more data, TF-IDF with clustering might be better
than LDA?

Another interesting result we obtain from our experiments is the improve-
ment exhibited by applying stemming to our extracted topics and keywords.
This indicates that authors use different forms of words selected for keywords,
and the same subject inside titles and abstracts text.

6 Conclusions and Future Work

This document provides an introduction to the subject of Topic Modeling. This
NLP research area is an important task and can be a starting point to appli-
cations of NLP in need of documents clustering. In this work, we also do an
introduction to the dataset we used in the testing of LDA and TF-IDF with and
without clustering. The task to retrieve the topics with both methods from the
titles and abstracts data was evaluated by using also the author’s own keywords.
Additionally, we also tested the methods with stemming processing experiments,
to check if we obtain better topic modeling. Stemming proved to be useful when
evaluating our model against the author’s keywords.

As future work, we are expecting to improve experiments with more data.
This might provide better results with the clustering TF-IDF method. The ex-
perimentation with LDA with clustering might also be needed to compare both
methods. Additionally, we want to develop a prototype for visualization of net-
works of authors and their affinity regarding topics modeled from the dataset
used for this task. We will eventually obtain a global matrix of authors and
their affinities/similarity. As each author might be represented by their topics,
we can obtain a method resulting in a graph to enable the visualization of the
affinity between authors and topics. It is expected that the system will provide
high intuitiveness or comprehensibility, in the knowledge or information extrac-
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tion, from the visualization of results. Additionally, our goal is also enabling the
system to be used with a streaming approach, and will be expected to provide
scalability regarding large scale data and documents inputs.
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Abstract. Abstractive summarization techniques have evolved during the pre-

vious years since extraction-based methods fail to achieve a series of require-

ments necessary for a summary to be efficient. Abstraction aims to mimic the 

process of summarization in order to make it feel as if it was made by humans. 

Its main feature is the ability to generate new sentences as a result of the sum-

marization process. Recent approaches include concepts as information items, 

abstraction schemes, template extraction, summary revision, word graph, and 

timeline. These ideas are presented.  

 

Keywords: Abstractive Summarization  Information Items  Abstraction 

Schemes  Template Extraction  Summary Revision  Word Graph  Timeline 

1 Introduction 

Summarization is a process that aims to resume, in a few words or sentences, the co n-

tents of a large text. 

While this has been done manually for centuries, automatic text summarization be-

gan in the middle of the 20th century. 

An ext raction-based approach has been used by the majority of summarization sys-

tems. This method selects some orig inal sentences from the source documents to cre-

ate a short summary [1].  

As, in this kind of systems, only a whole sentence of the input text may be selec t-

ed, there may be some redundancy in the built summary. Compression-based methods 

deal with this issue by erasing words or phrases that might not add relevant info r-

mat ion [2]. Th is approach still has, however, the limitation that it cannot join facts 

from different input sentences.  

Human-written summaries are more abstractive, which can be regarded as a result 

of sentence aggregation and fusion [3]. Some researchers have worked on abstraction-

based approaches that aim to build a sentence whose elements come from different 

source sentences.  

Important features, such as sentence fusion, have been incorporated [4]. Other 

works [5, 6] use clustering on sentences in order to determine the salience of topical 

themes. Then, sentence fusion is applied inside each cluster to create a new sentence 

with the most relevant elements that may come  from different parts of the input texts. 
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These abstractive methods analyze a whole text , which  al lows the new sentences to 

incorporate salient elements across sentence boundary. 

This paper addresses recent techniques have been developed to enhance abstractive 

summarization methods. 

2 Automatic Text Summarization 

One of the most important techniques prior to  the described abstraction-based ap-

proaches is the bottom-up snippet method. 

This process aims to create the summary out of ext racted sentences from the input 

sources. The basic steps of this process are, namely [7], content selection and infor-

mation ordering. 

2.1 Content selection 

The content selection step focuses on choosing sentences to extract from the input 

documents. It has three main sub-steps: sentence segmentation, simplification and 

extraction. 

 
Sentence segmentation. This process aims at dividing the text into its different sen-

tences so that they can be more easily analyzed. There are some challenges to be 

solved; for instance, characters such as “!” and “?” are simple to interpret – they al-

ways mark the end of a sentence. “.” is not so obvious –it may or may not be a sen-

tence boundary (e.g. Mr. or 5.87).  

A binary classifier, like a decision tree, may be used to decide if the period means 

an EndOfSentence (EOS) or NotEndOfSentence (Not EOS). Th is classifier can use 

manual rules, regular expressions, or machine-learning techniques. 

A simple decision tree for deciding whether a period is an EOS or Not EOS is i l-

lustrated in Fig. 1. 

 

 
 
 

 

 

 

Fig. 1. A decision tree for sentence segmentation 

More sophisticated features can be integrated in the decision tree, such as the case 

of the word before the period or the case of the word after the period. It is more likely, 

Not EOS 

Yes No 

No Yes 

Last character is a period 

It  is inserted in an abbreviation or a number 

EOS Not EOS 
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if the period marks the end of a sentence, that the word before the period is lower-case 

and the word after the period is upper-case.  

Sentence simplification. This process usually starts by parsing the sentences. Then it 

prunes some modifiers of the sentences. Modifiers that might be pruned are: 

 appositives (e.g. "Paulo Reis, 27, based in Aveiro, made a statement about... ") 

 attribution clauses ("Angela Merkel has previously said that..., according to a 

former adviser to Merkel") 

 initial adverbials ("for instance", "for example"," as mentioned before") 

Sentence extraction. After the prev ious steps have been taken, there is now a very 

redundant set of sentences, especially  because they might come from different 

documents about the same event. So, the goal of this process is to select, out of all the 

sentences, which ones should be used. 

This can be achieved using parameters such as maximal marginal relevance. This 

approach allows us to iteratively  choose the best sentence to insert in the summary  so 

far. This sentence should be relevant, having a h igh similarity to the user’s query, and 

novel, having a low similarity to the summary that has so far been written.  

Another way is to score each sentence with maximal marginal relevance and log -

likelihood ratio. This allows us to prioritize sentences with words that occurred more 

than what we expect by chance and with words that occurred in the user’s query. 

2.2 Information ordering  

This is the process of choosing an order to place the extracted sequences in the su m-

mary.  

Chronological ordering is a commonly  used method, especially for the summariza-

tion of news streams [8]. Coherence is also a criterion that may be used for ordering, 

allowing us to choose orderings that make neighboring sentences similar. Th is crite-

rion can be measured by their cosine similarity. If the same entity is mentioned by 

various sentences that can also mean that there is a high level of coherence [9]. 

3 Abstractive Summarization Techniques  

3.1 Information item based method 

The authors propose a technique [10] where the contents of the summary are created 

from abstract representations of input documents, rather than of whole sentences from 

source documents. These information items consist of a subject-object-verb triple; 

they are the basic element of coherent information perceived in the analyzed text. 

New sentences are generated with the information items using a language 

generator. They will then be scored and ranked according to their document frequency 

and at least the system builds the summary. 

Fig. 2 shows the main steps of this method. 
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Fig. 2. The main steps of the information item based method 

3.2 Abstraction scheme based method 

This information extract ion based approach selects abstraction schemes that will be 

the basic elements for the generation of new sentences [11]. These abstraction sche-

mes consist of manually  created ru les for information ext raction, content selection 

and generation patterns. Each one of these elements is theme-specific. This implies 

that the rules for two abstraction schemes will be equal or similar if they address rela-

ted topics.  

Table 1. Abstraction scheme paying 

 
    SUBJ(pay,A)  WHO_PAID(A) 

    OBJ(pay, B)  WHO_RECEIVED(B) 
    SUBJ(give,A)  WHO_PAID(A) 

    OBJ(give,B)  WHO_RECEIVED(B) 

  

   Content Selection               Selection of the best candidate for A, B and verb 

 
             Generation                                A verb B 

 

Table 1 shows one abstraction scheme. For the scheme paying, the informat ion ex-

traction rules would match A as the payer entity and B as a receiver entity for the 

following phrases: A paid B 500 euros, B was given 100 pounds by A. 

3.3 Template extraction based method 

A system that attempts to generate abstractive summaries for spoken meetings was 

proposed [12].  

This method uses a template ext raction algorithm, based on Multiple Sequence 

Alignment. This concept, introduced in biology, refers to the alignment of three or 

more bio logical sequences (protein or nucleic acid) of similar length. From the output, 

affinity can be inferred and the developmental relationships between the sequences 

studied. 

This process is designed to work across a whole range of meeting domains (e.g. 

faculty meetings, student meetings, project group meetings ). The technique’s goal is 

to induce meeting domain-independent templates for the summarization process.   
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Fig. 3. The content selection module 

 
 

 
 

 
 
 

Fig. 4. The template filling module 

 

 
 

 
 
 

 
 

 

Fig. 5. The statistical ranking module 

 
 
 

 
 

Fig. 6. The post-selection module 

The summarizer consists of two main components. The first module (Fig.3) s e-

lects content by extracting relation instances out of the input dialogues. 

Dialogue Acts 
A: Maybe we should buy a 17.3’’ screen 
laptop 

B: Is it  not too much for our needs? 
C: No, I really think that is just appropriate 
B: OK, what about other requirements? 

C:  We will need a computer with 32 GB 
memory. 
A: Yes, definitively 

Relation 
Extraction 

Relation Instances 
<buy, a 17.3’’ screen laptop> 
<computer, 32 GB memory> 

… (other possibilit ies) 

<buy, a 17.3’’ screen laptop> 
─ They will buy a 17.3’’ screen laptop. 

─ The group will buy a 17.3’’ screen 
laptop 
… (other cases) 

<computer, 32 GB memory> 

─ The computer will have 32 GB memory 
─ 32 GB memory will be in the computer 

… (other cases) 

 

Relation Instances 
<buy, a 17.3’’ screen laptop> 
<computer, 32 GB memory> 
… (other cases) 

Template 
Filling 

<buy, a 17.3’’ screen laptop> 
They will buy a 17.3’’ screen laptop. 

─ The group will buy a 17.3’’ screen 
laptop 
… (other cases) 

<computer, 32 GB memory> 

─ The computer will have 32 GB 
memory 

─ 32 GB memory will be in the compu-
ter 
… (other cases) 

 

Statistical 
 Ranking 

Best sentence 
The group will buy a 17.3’’ screen laptop 

 
Best sentence 

The computer will have 32 GB memory  

Best sentence 
The group will buy a 17.3’’ screen 

laptop 
Best sentence 

The computer will have 32 GB memory  

Summary  
The group will buy a 17.3’’ screen laptop. 

The computer will have 32 GB memory. 

Post- 
Selection 
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The second module creates the summary. It is divided into three sub-steps. The 

first one (Fig.4) introduces the relation instances in the templates. The second sub -

step (Fig. 5) selects the best sentence per relation instance, using a discriminative 

ranker based on Support Vector Regression. The third sub-step (Fig.6) processes the 

selected sentences to build the summary. 

3.4 Summary revision based method 

Summary rev ision was also investigated; this process consists of rewrit ing people 

references, phrases, or other features in the summaries [13]. 

Human written summaries were analyzed to develop a model for making referen-

ces to people in news summarization. Based on this analysis, a set of rewrite rules was 

constructed. 

Each time a person is mentioned for the first time, a d iscourse-new reference, the 

description is longer. Data from all the input documents will be used. When that pe r-

son is further mentioned, a discourse-old reference, the description will be much 

shorter, using only the surname. 

For a d iscourse-new reference, if the name of the person is the head of a noun 

phrase, the process will refer to it as the longest description ever made of that person 

of every analyzed text so far. If the name of the person is not the head of a noun 

phrase, the reference will not be rewritten. 

A discourse-old reference will use only the person’s surname. 

This approach makes the summarizat ion process closer to the way a human would 

do it. 

The application of this algorithm allows the summary in Fig. 7 to be rewritten as 

the one of Fig. 8. 

 
Margaret Thatcher was one the most influential personalities of the 1980s in Europe. The UK 

had, at the time, high unemployment rates. Thatcher, the former United Kingdom Prime Minister, 
became unpopular mainly because of her economic policies. It is remarkable, however, that during the 
1980s, a decade dominated by Thatcher, personal wealth rose by 80 per cent in real terms. 

Fig. 7. Example of a summary 

Former United Kingdom Prime Minister Margaret Thatcher was one the most influential personal-

ities of the 1980s in Europe. The UK had, at the time, high unemployment rates. Thatcher became un-
popular mainly because of her economic policies. It is remarkable, however, that during the 1980s, a 
decade dominated by Thatcher, personal wealth rose by 80 per cent in real terms. 

Fig. 8. Rewritten version of the summary from Fig. 7 

3.5 Word graph based method 

This approach is based on a graph-based framework and aims at achiev ing a high 

degree of concision in a context of elevated redundancy [14].   

The authors propose the use of a graph representing the input text (Fig. 9). In the 

example, three sentences are graphed: "cable TV is great", "it is too expensive to have 

Proceedings of the Doctoral Symposium in Informatics and Telecommunications Engineering

p.192 DSIE|16



cable TV", and "it is too expensive". Each node contains numbers that express the 

sentence identifier and the word identifier inside each sentence. 

 

 
 
  

  
 

 
 
 

 
 

 
 

Fig. 9. A sample word graph 

Three properties of the graph are employed to analyze the diverse subpaths upon 

which summary is built. 

Redundancy capture is one of the properties. The phrase "cable TV" is mentioned 

in different parts of the sentences, but appears twice, and thus it suggests that its rele-

vance is high. 

The second one is gapped subsequence structure. "It is expensive" and "it is too 

expensive" express basically the same idea, so the word "too" might be ignored in the 

formation of the summary. 

The third property refers to collapsible structures. The word "is" integrates various 

subpaths. So that fact can be used to merge sentences. 

3.6 Timeline based method 

This system uses timelines to improve the summarization task [15]. 

The process builds a timeline for each document. These timelines show the relation 

between events and time expressions. An event refers to a given action, while a t ime 

expression refers to a particular day or hour (e.g. "2015 January 1").   

Out of each timeline, three features are derived. 

The first feature is time span importance, related to the number of events that occur 

in a particu lar t ime interval. Another measurement is contextual t ime span i m-

portance, which takes into account the relevance of neighbor t ime intervals. The third 

feature is sentence temporal coverage density, that deals with the nu mber of time 

intervals that events in a sentence refer. 

These features measure the saliency of sentences, allowing the summary to be built 

upon the most relevant ones. 

it 

{2:1, 3:1} 

cable 
{1:1,2:6} 

expensive 

{2:3,3:4} 

TV 

{1:2,2:7} 

too 

{3:3} 

have 

{2:5} 

to 

{2:4} 

great 
{1:4} 

is 
{1:3,2:2,3:2} 
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4 Results 

The information item based system [10] got in the TAC 2010 summarization 

evaluation a 0.315 Pyramid score [16], which is better than the average of the 

automatic systems that participated in TAC 2010. 

The abstraction scheme based system [11] generated two sentences for the cluster 

of documents D1001A-A that contain 8 Semantic Content Units (SCU) for a weighted 

total of 30 out of a maximum of 56. The respective Pyramid  score is 0.54 which  is 

much higher than the average score of 0.31 obtained for that cluster. 

The template ext raction based system [12] was scored using ROUGE-SU4 on two 

corpora from d isparate domains: the AMI Meet ing Corpus  [17] and the ISCI Meeting 

Corpus [18]. The first one is a data set consisting of 100 hours of meeting records 

where groups of four people discuss a project while the other consists of several natu-

rally occurring meetings, each one having 4 to 10 participants.  

For the task of writing a decision summary, the system ach ieved a 0.07 score; at 

problem summary, that value was 0.06. It outperformed both two unsupervised base-

lines, one where the longest dialogue act in each cluster is selected in each summary 

[19] and another that picks the dialogue act with the largest TF -IDF similarity with 

the cluster centroid as the summary [20], and two state-of-the-art supervised extrac-

tive summarization systems, both based on Support Vector Machines [21],[22].     

The summary revision based system [13] was evaluated in a manual way. Four 

persons analyzed a set of 44 documents. 39 preferences (89%) were for the rewritten 

summary, 4 (9%) were for the original summary and 1 (2%) has no preference.  

The word graph based system [14], Opinosis, was compared to MEAD [23], an ex-

tractive mult i-document summarizer based on cluster centroids. MEAD was chosen as 

a baseline. It selects the 2 most representative sentences as summaries. Opinosis has 

the best ROUGE-SU4 scores. 

The timeline based system [15] was experimented, using another summarization 

system, SWING [23]. This is based on a supervised extract ive method that ranks sen-

tences based on several scores that are computed using a group of elements. While 

SWING alone gets a ROUGE-2 score of 0.1339, when it is used with the features 

porposed in this paper (t ime span importance, contextual time span importance, and 

sentence temporal coverage density), this score is improved by 4.1%. 

Conclusion 

Abstractive based summarizat ion research is a very dynamic field and has seen a 

whole lot of new ideas during the last years. The ability to mimic human behaviour 

seems to be one of its greatest strengths. As a result, automated summaries tend to be 

more cohesive, coherent, and less redundant. 

This paper examined a set of relevant approaches, focusing on exp lain ing their 

core points and using concrete examples for a better understanding of the processes. 
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Abstract. In this paper we extend the concept of phase conjugated
twin waves to spatial division multiplexed systems. Moreover, we fur-
ther explore this technique by resorting to an orthogonal spatial path,
rather than the orthogonal polarization, to propagate the twin wave. A
numerical simulation model for nonlinear propagation was implemented
by employing generalized Manakov equations for multimode fibers. Sys-
tem performance was assessed for different configurations and coupling
regimes. Our numerical simulation results show that the PCTW tech-
nique is an effective means to overcome the nonlinear impairments aris-
ing in mode division multiplexed systems, improving performance by
up to 10 dB, in the strong coupling regime. We also verified that the
polarization-wise configuration is more effective at nonlinear cancella-
tion than the mode-wise approach.

Keywords: fiber nonlinearity · multimode fiber · phase conjugated twin
waves · space-division multiplexing

1 Introduction

The capacity of fiber-optic communication systems has been increased by three
orders of magnitude over the last two decades [1], motivated by the demand of
bandwidth-hungry data services which has been growing at a rate close to 60 per
year [2]. A succession of technological breakthroughs, namely the development of
low loss single mode fibers, Erbium Doped Fiber Amplifier (EDFA), Wavelength
Division Multiplexing (WDM) and more recently the high spectral efficiency of
Digital Signal Processing (DSP) based coherent optical transmission allowed the
capacity of optical networks to cope with the exponential growth of capacity
demand [3]. In the last years the scope for sending yet more information in
optical networks is diminishing, since we are rapidly approaching the Shannon
capacity limit [2]. This points to a SMF (Single Mode Fiber) capacity of no more
than around 100Tbit/s of data, at a spectral efficiency of 10 bits/s/Hz [3] the
ultimate limit being imposed by fiber nonlinearity.

In an effort to overcome this limit there have been extensive efforts attempt-
ing to break the Kerr nonlinear limit through nonlinearity compensation, either
through mid-link optical phase conjugation (ML-PC) [4] or through transmitter
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or receiver based digital back-propagation (BP) [5]. However, ML-PC requires
the transmission link to be modified to include a phase conjugator in the middle
of the link, which is impractical, whereas BP based schemes are known to be
computationally complex to implement, even when the interchannel nonlineari-
ties are known to the receiver [6].

Recently, new light was shed into this topic, when a group in Bell Labs-
Alcatel Lucent proposed a novel method to perform nonlinearity mitigation [7].
The researchers proved that the nonlinear distortions experienced by a pair of
mutually phase conjugated twin waves (PCTWs) are anti-correlated, so that the
signal-to-signal nonlinear interactions can be cancelled by coherently superim-
posing both waves using a coherent receiver. This technique requires a symmetric
dispersion map, which could be readily applied in a dynamic optical network en-
vironment, through the employment of electronic dispersion pre-compensation
at the transmitter with a software defined optical architecture. It has been ar-
gued that the limit imposed by these single-mode transport systems, on the
longer run, may still lead to a transport capacity shortage [8]. The solution of
introducing multiple systems over parallel fibers suggests that transmission costs
and power consumption scales linearly, which will likely be economically imprac-
tical [3]. The research community has generally agreed that the solution to the
capacity growth is to employ spatial division multiplexing (SDM) [1–3] [8–10].
It has been shown that from an economical and energy consumption perspec-
tive the parallel transport solutions based on SDM are more attractive than the
single-mode capacity scaling approach adopted so far [10]. This will allow for the
reduction of the cost-per-bit since SDM provides enormous potential to facilitate
integration [3,9]. However, similarly to single-mode fiber based modern telecom-
munication systems, the nonlinear penalties will eventually become the ultimate
limiting factor in SDM systems, resulting from crosstalk effects in multimode or
multicore fibers, which generate intramodal and intermodal nonlinearities.

In this paper we investigate the concept of PCTW as a means of overcoming
the nonlinear impairments arising in SDM systems, in a practical and sustainable
way, paving the way for optical transmission capacities beyond next-generation
systems. Specifically, we investigate the application of the PCTW technique
on three different SDM scenarios: 1) propagation of each pair of PCTWs on
different spatial modes; 2) a single polarization (SP) generalization of PCTW
that consists of using an orthogonal dimension (space) to transmit the twin
wave; 3) and a dual polarization (DP) generalization of PCTW, assuming that
the signal and its conjugated twin are polarization division multiplexed (PDM)
signals propagating on orthogonal dimensions.

The remainder of this paper is organized as follows: in Section 2 we de-
scribe the principles of the single mode PCTW. In Section 2.1 we describe the
proposed multimode PCTW scenarios. In Section 3 we present an overview of
the numerical simulation model including simulation parameters. In Section 4
the obtained numerical simulation results are presented. Finally, conclusions are
given in Section 5.
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2 PCTW Principles

Single mode (SM)-PCTW-based transmission consists of co-propagating an op-
tical signal and its complex conjugate on two orthogonal polarizations of the
same optical carrier [7]. It has been demonstrated that if the dispersion map of
the link is symmetric the nonlinear distortions experienced by the pair of twin
waves are anti-correlated and the signal-to-signal nonlinear interactions are mit-
igated at the receiver after coherent superposition of the received twin waves.
The symmetric dispersion map can be obtained by performing electronic dis-
persion pre compensation. The schematic of a SM-PCTW transmission link is
shown in Fig. 1.

Optical fibre transmission link

 

(ASE noise added)  
Optical fibre 

(Nonlinear

distortions added) 

OA  

N×  

Transmitter

for PCTW 
Receiver

OA  

Ax
Time 

Ay = Ax
* 

A = Ax
RX  + (Ay

RX) *

Coherent superposition

of PCTWs: 

A*

A
A

PCTW
 =

Fig. 1. SM-PCTW transmission link schematic (adapted from [7])

In the case of single mode fibers, the well-known Manakov-polarization mode
dispersion (PMD) equations [11–13] can be used to describe the nonlinear prop-
agation of PDM signals, as in Eq. (1).

∂Apctw
∂z

+ i
β2
2

∂2Apctw
∂t2

= i
8

9
γ
(
|Ax|2 + |Ay|2

)
Apctw, (1)

where β2 is the group-velocity dispersion (GVD) and γ is the Kerr nonlin-
ear coefficient. In this configuration Apctw is the PDM signal containing the
transmitted pair of PCTWs, i.e. two orthogonal polarization components, where
the x-polarization is the transmitted optical field and the y-polarization is the
complex conjugate of the x-polarization, as follows

Apctw = (Ax, Ay)T , (2)

where
Ax = A (3)

Ay = A∗x. (4)

At the receiver side, the original signal is recovered without nonlinear distor-
tions after coherent superposition of the received signals, by employing

ARXx +
(
ARXy

)∗
= 2A. (5)

However, this technique incurs a spectral efficiency loss of one half, as denoted
by Eq. (5).
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2.1 SDM-PCTW scenarios

In this work we investigate three different multimode PCTW scenarios, which
are summarized on Table 1, considering four spatial modes.

In the first scenario, which we call PDM-wise PCTW, each pair of PCTWs is
propagated on a single spatial mode and different pairs are sent on four distinct
spatial modes. This is a natural extension of the previous single-mode PCTW.

A different approach has been proposed in [14]. Instead of using an orthogonal
polarization to transmit the complex conjugate of a signal as in the original
PCTW concept, the twin wave is propagated on a different orthogonal dimension
(i.e. space). It has been argued that this technique can be particularly beneficial
to ensure secure communications [7]. This is described here as mode-wise SP-
PCTW.

Additionally, Liu et al. also proposed the extension of the previous case to
vector waves [14]. In this scenario the signal and its conjugated twin are PDM
signals (consisting of two independent polarization components), propagating
on orthogonal dimensions (i.e. space). This is described here as mode-wise DP-
PCTW. However, no performance results have been given regarding the last two
proposed scenarios.

Table 1. Overview of different SDM-PCTW scenarios

PDM-wise PCTW
Mode-wise
SP-PCTW

Mode-wise
DP-PCTW

LP01
A

A*

A
A

B

LP11a
B

B*

A*
A*

B*

LP02
C

C*

B
C

D

LP21a
D

D*

B*
C*

D*

Eq. (1) cannot be used for multimode fibers since it does not include the
intermodal nonlinear effects. However, a new set of Manakov equations which
describe nonlinear propagation in multimode fibers has been derived in [8], where
the authors also addressed a complex problem, which is the coupling strength
between spatial modes, that can vary for different mode pairs, by considering
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two extreme cases. In the weak coupling regime, linear coupling between spa-
tial modes is neglected, while in the strong coupling regime it is assumed that
all modes are strongly coupled. In both coupling regimes the two orthogonal
polarization components are strongly coupled due to birefringence fluctuations.
These Manakov equations include intramodal and intermodal nonlinear effects,
random polarization birefringence, chromatic dispersion, differential mode group
delay (DMGD) and fiber losses.

In the weak coupling regime [8], the nonlinear propagation in a multimode
fiber is given by:

∂Āp
∂z

+ 〈δβ0p〉Āp + 〈δβ1p〉
∂Āp
∂t

+ i
β2p
2

∂2Āp
∂t2

= iγ

fpppp 8

9
|Āp|2 +

∑
m 6=p

fmmpp
4

3
|Ām|2

 Āp, (6)

where γ is the Kerr nonlinear coefficient, 〈δβ0p〉 is the propagation constant,
〈δβ1p〉 is the DMGD and β2p is the GVD. The nonlinear coefficient flmnp provides
a relative weight among the nonlinear terms between the spatial modes and is
defined by:

flmnp =
Aeff1

(IlImInIp)1/2

∫∫
F ∗l FmFnF

∗
p dx dy, (7)

where Il, Im, In and Ip represent the constants of normalization for the modal

fields Fl, Fm, Fn and Fp. A
eff
1 is the effective area of the fundamental mode,

given by Eq. (8).

Aeff =

(∫∫
|F (x, y)|2 dx dy

)2

∫∫
|F (x, y)|4 dx dy

(8)

In the strong coupling regime [8], we have

∂Ā

∂z
+ i

β̄2
2

∂2Ā

∂t2
= iγκ|Ā|2|Ā|, (9)

where the nonlinear cofficient κ is given by Eq. (10), where M is the number
of spatial modes.

κ =

M∑
k≤l

32

2δkl

fkkll
6M(2M + 1)

(10)
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3 Numerical Simulations

Our numerical simulations considered 32-Gbaud PCTW-QPSK signals, each sig-
nal consisting of 213 modulated symbols. The signals were filtered by a squared
root raised cosine (SRRC) filter with a 0.1 roll-off factor and were pre-compensated
for half of the fiber link dispersion.

The simulations were based on the standard symmetric split-step Fourier
method [15] to solve the generalized Manakov equations for multimode fibers [8],
using a simulation step of 1000 m. The transmission line consists of 10 100-km
fiber spans, each span being followed by an erbium-doped fiber amplifier (EDFA)
that compensates for the span losses. ASE (amplified spontaneous emission)
noise was also added by each EDFA, with a noise figure of 5 dB. We consid-
ered a step-index few-mode fiber (FMF), with a core radius of 6 µm and a
fiber loss of 0.2 dB/km. The nonlinear coefficient, numerical aperture, and V
parameter at 1550 nm used were 1.4 W−1km−1, 0.2, and 5, respectively. With
this configuration six spatial modes are supported by the fiber (LP01, LP11a,
LP11b, LP02, LP21a, and LP21b). Dispersion and differential mode group delay
(DMGD) calculated for each mode are presented on Table 2 [16–20].

At the receiver side, the received signals were post-dispersion compensated
for the rest of the transmission link, followed by SRRC filtering. After phase
estimation, the received signals were coherently super-positioned, accordingly to
the three configurations presented on Table 1. System performance was evaluated
by calculating the average Q2-factor of the received signals after 1000 km fiber
transmission, before and after superposition, and for different launch powers.
Furthermore, weak coupling and strong coupling regimes are also evaluated for
each case, using the corresponding Manakov equations as proposed in [8].

Table 2. Fiber dispersion and differential mode group delay for different spatial modes

LP01 LP11 LP02 LP21

DMGD (ns/km) 0 6.5 9.9 12.4
D (ps/nm/km) 25.1 27.4 -2.5 20.9

4 Numerical Simulation Results

In this section we present the results of the performed numerical simulations
considering the three proposed scenarios. In all our numerical simulations, mul-
timode PCTW transmission consists of co-propagating four spatial modes (i.e.
LP01, LP11a, LP02, and LP21a).

The attained results are presented in Fig. 2 to 7, regarding the weak and
strong coupling regime.
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Fig. 2. PDM-wise PCTW in strong cou-
pling
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Fig. 3. PDM-wise PCTW in weak cou-
pling

−8 −6 −4 −2 0 2 4 6 8 10
8

10

12

14

16

18

20

22

24

26

28

Launch power (dBm)

Q
2
−

fa
c
to

r 
(d

B
)

 

 

−8 −6 −4 −2 0 2 4 6 8 10

2

4

6

8

10

12

14

16

18

20

Q
2
 I

m
p

ro
v
e

m
e

n
t 

(d
B

)

SP−SDM

Mode−wise SP−PCTW

Q
2
 Improvement

Fig. 4. Mode-wise SP-PCTW in strong
coupling
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Fig. 5. Mode-wise SP-PCTW in weak
coupling
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Fig. 6. Mode-wise DP-PCTW in strong
coupling
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Fig. 7. Mode-wise DP-PCTW in weak
coupling
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For each case we present the average Q2-factor calculated before and after
coherent superposition, i.e., for the SDM (circles) and PCTW cases (squares),
respectively. The right hand axis shows the Q2-factor improvement (triangles).

These results show that in the strong coupling regime a performance im-
provement of ∼10 dB is achieved at 8 dBm of launched power, for all three
scenarios. In the weak coupling regime the highest Q2-improvement is ∼7 dB at
6 dBm in the first scenario and less than 3 dB in the other two.

Fig. 8 shows an overview of the results obtained before coherent superposition
of the received signals (i.e. SDM signals), as well as the single mode PDM case.
We verify that multimode propagation in the strong coupling regime performs
better than in the weak coupling regime and also that system performance for
multimode fibers is better than the single mode case, as expected [8].
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Fig. 8. Overview of the results obtained before coherent superposition of the received
signals

Fig. 9 depicts the results after coherent superposition of the received twin
waves and the single mode PCTW case. We verify that in the strong coupling
regime, a performance improvement of ∼10 dB is achieved for PDM-wise PCTW
and mode-wise SP-PCTW, and ∼8 dB for mode-wise DP-PCTW, compared to
the single mode PCTW case. Regarding the weak coupling regime, performance
improvement for PDM-wise PCTW is ∼4 dB, mode-wise SP-PCTW shows no
improvement compared to the original PCTW, and lastly, mode-wise DP-PCTW
shows a performance degradation of ∼3 dB.

The nonlinear distortions in a pair of PCTWs are anti correlated, therefore
nonlinear distortion cancellation occurs after coherent superposition of the re-
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ceived signals. When resorting to an orthogonal dimension rather than polariza-
tion, the same principle applies [7]. However, PDM-wise and mode-wise PCTW
configurations presented different results. PDM-wise PCTW shows better re-
sults in both coupling regimes, due to the relatively strong coupling between
polarization components. Mode-wise PCTW shows poorer performance, espe-
cially in the weak coupling regime. Since the phase conjugation is done resorting
to orthogonal spatial paths, the benefit from this technique is diminished.

5 Conclusions

The performance of SDM systems in different PCTW scenarios and coupling
regimes has been assessed numerically. The proposed multimode PCTW config-
urations show a performance improvement of up to 10 dB in the strong coupling
regime and up to 4 dB in the weak coupling regime, compared to the single mode
PCTW case. Best performance is achieved in the strong coupling regime in all
scenarios. The PDM-wise case presented improved results due to the advan-
tage from the relative strong coupling between polarization components, while
the mode-wise configurations revealed inferior performance since the twinning is
done resorting to different spatial modes, hence the benefit from this technique is
diminished. Also, optimal launch power is increased in most cases. These results
demonstrate the effectiveness of the PCTW within SDM systems, namely for
FMF based propagation.
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Additionally, this subject could be further explored by performing similar
assessment regarding multicore fibers and also by studying spectrally efficient
PCTW techniques in multimode and multicore fibers.
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