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FOREWORD

STEERING COMMITTEE

Although living hard times in Europe, we believe that hope always come from wise
people and more knowledge. PhD students organizing and collaborating with this event
deserve our admiration for their efforts to keep alive their quest for new knowledge and
better intellectual and technical skills. These are also times for strong wills guiding their
way ahead.

2015 Doctoral Symposium in Informatics Engineering - DSIE’15 consubstantiates the
10th edition of a scientific meeting mainly organized by PhD students of the FEUP
Doctoral Program in Informatics Engineering (PRODEI).

DSIE meetings have been held since the scholar year 2005/06 and the main goal has
always been to provide a forum for discussion on, and demonstration of, the practical
application of a variety of scientific research issues, particularly in the context of in-
formation technology, computer science and computer engineering. DSIE symposium
comes out as a natural conclusion of mandatory ProDEI course called “Methodologies
for Scientific Research” (MSR) leading to a formal evaluation of the students learned
competencies.

The aim of this specific course (MSR) is to give students the opportunity to learn the
processes, methodologies and best practices related to scientific research, particularly
in the referred areas, as well as to improve their own capability to produce adequate
scientific texts. With a mixed format based on multidisciplinary seminars and tutorials,
the course culminates with the realization of the DSIE meeting, seen as a kind of lab-
oratory test for the concepts learned by students. In the scope of DSIE, students are
expected to play various roles, such as authors of the articles, members of both scientific
and organization committees, as well as reviewers, duly guided by senior lecturers and
professors.

DSIE event is then seen as a “leitmotif” for the students to be exposed to all facets
of a scientific meeting associated with outstanding research activities in the area. Al-
though still at an embryonic stage, and despite some of the papers still lack of maturity,
we already can find some interesting research work, competent surveys and interesting
perspectives about future work. At this moment, it was not essential, nor even possi-
ble, for most of the students in the first semester of their PhD, to produce sound and
deep research results. However, we hope that the basic requirements for publishing an
acceptable scientific paper have been fulfilled.



Each year DSIE Proceedings include papers addressing different topics according to
the current students’ interest. This year, the tendency is on “Knowledge Discovery”,
mainly text and data mining, computer-based (serious) games and simulation. There
are also papers on on-line forums for higher education, distributed computing and gesture
recognition.

The complete DSIE’15 meeting encompasses a two days program that includes also two
invited talks by an outstanding researcher in Creative Computing and a recent PhD
graduate in Health Information Retrieval.

Professors responsible for ProDEI program current edition, are proud to participate
in DSIE’15 meeting and would like to acknowledge all the students who have been
deeply involved in the success of this event that, hopefully, will contribute for a better
understanding of the themes that have been addressed during the referred course, the
best scientific research methods and the good practices for writing scientific papers and
conveying novel ideas.

Porto, January 2015

Eugénio Oliveira and Augusto Sousa (ProDEI)
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FOREWORD

ORGANIZING AND SCIENTIFIC COMMITTEES

DSIE’15 Organization and Scientific Committees welcome you to the 10th Doctoral
Symposium in Informatics Engineering, 2015. The main goal of a scientific event is
to discuss, disseminate and create knowledge. Organizing this conference proved to be
a challenging opportunity for us to achieve this goal. Regardless of its small size, it
demanded our commitment and hard work but also delivered the proudness of seen the
successful concretization of our plans. We take this knowledge for our future and believe
that every person enrolled with the DSIE has improved its knowledge.

As chairs, we've accepted the mission to make the 10th edition of the DSIE a special
event. With great honour we gave our best to organize the conference and deliver the
quality of work referenced by this series of conferences. Not only in the organizational
part, but mainly regarding the contribution to the science community. And it was only
possible because of the effort of all students in the Doctoral Program in Informatics
Engineering.

We would like to thank all the senior members of the Scientific Committee for their
dedication and involvement in the DSIE’15. We would also like to thank the significant
help of Sandra Reis, from the Informatics Engineering Department of FEUP, and to all
the sponsors of the Doctoral Symposium of Informatics Engineering for their support
and involvement to help DSIE’15 to be a reality.

And we also would like to thank all participants of DSIE’15.

Porto, January 2015
Thiago Reis (Organization Committee Chair)
Hugo Barbosa and Telmo Morais (Scientific Committee Chairs)
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INVITED SPEAKER

AMILCAR CARDOSO

Prof. F. Amilcar Cardoso is a Full Professor at the Department of Informatics Engi-
neering of the University of Coimbra. He developed pioneering work on Computational
Creativity in the 90’s, and assumed since then an active role in the area.

He currently coordinates the Doctoral Plan on Sciences and Technologies of Information
of the Univ. Coimbra, and also the Cognitive and Media Systems Group of CISUC,
a team with 17 PhDs that performs research on Artificial Intelligence, Media Systems,
Ubiquitous Systems and ICT for Education. He is currently involved in two EU projects
on Computational Creativity: the FET CA PROSECCO (Promoting the Scientific Ex-
ploration of Computational Creativity) and the FET /ICT ConCreTe (Concept Creation
Technology).

10



INVITED SPEAKER

CARLA TEIXEIRA LOPES

Carla Teixeira Lopes is graduated in Informatics and Computing Engineering from Uni-
versity of Porto. From the same university she also received an MSc degree in Information
Management and a PhD in Informatics Engineering.

After 5 years as a lecturer at the School of Allied Health Sciences of the Polytechnic
Institute of Porto, she is, since 2008 an assistant professor in the Department of Infor-
matics Engineering, University of Porto. Her research interests lie at the intersection of
information retrieval and human-computer interaction.

She is interested in studying information search behaviour and in developing tools that
help people search more successfully. Lately, she has been focused in exploring how
context can help improve the experience of health consumers searching the Web.
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Online forums in Higher Education:
empowering female participation

Luciano Moreira

Faculdade de Engenharia da Universidade do Porto, Portugal
lucianomoreira@fe.up.pt

Abstract. Forums are widely available tools in educational platforms,
but there is no consensus on their benefits. This paper is aimed at
investigating students attitudes towards online forums, the content
contributions published and if forums promoted a more equal partic-
ipation between male and female students. The final evaluative syn-
theses of the students (n=55) and the posts published in one forum
(n=49) were analysed. The results indicated that the students had pos-
itive attitudes towards forums, with male students being more critical.
The content contributions consisted mainly of reflections and affir-
mations. Female students were as actively engaged in discussions as
male students, increasing their participation when compared with the
practical lessons. This study is limited by its sample size and by the
fact that only one analyst coded the material. Further investigation is
required to know if male and female students have different patterns
of publishing.

Keywords: Forums, Higher Education, digital media, sex inequality

1 Introduction

In the last decades, economically developed societies have gone through a migration
process of many of their basic structures, including not only finances or bureau-
cracy, but also human communication and socialization. Eventually, education, in-
cluding Higher Education institutions, also reflected and took part of this unfinished
digital metamorphosis.

Digital and technology-enhanced learning (web-based learning) could be an ally
to change the landscape of teaching and learning in Higher Education. Nonetheless,
evidence shows that the integration of digital media in pedagogic settings still faces
several obstacles [1, 2]. While technological issues or insufficient training are often
said to be the very own causes of misuse or incipient use of digital tools in educa-
tion, the picture seems to be more complex, involving psycho-sociological factors,
such as attitudes and values [3]. Furthermore, the benefits of the digital media to the
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effective empowerment of citizens (including students) are disputable, particularly
when one things of minority social groups [4], i.e., groups with less power, such as
females.

Despite important progresses towards sex equality, there is still a gap in female
participation in several social spheres, from politics to science. In fact, although the
number of female students in Higher Education has been changing dramatically [5],
recent studies confirm that it is still hard for them to have access to scientific careers,
because of bias selection and gender stereotypes [6, 7]. Scientific production also
mirrors the predominance of male researchers [8]. Not surprisingly, educational set-
tings and classroom context reflects this trend, which is probably anchored in gen-
der stereotypes, but also in classroom culture [9].

Despite of this, successful experiences do take place — involving both teachers
and students — where communication is triggered and directed to educational dis-
cussions. This was the case of a course at the Faculty of Science of the University
of Porto where virtual forums where used, getting as much participation as lectures
and practical lessons. As time passed by, we observed that, in the context of lectures
and practical lessons, male students engaged more actively in collective, oral dis-
cussion. This is a problem if one wants to empower all students as equal to partici-
pate in the political and scientific debates of contemporary society. Is it possible
that female students participate more actively in the course’s digital forums? By
looking closely to students’ attitudes and content contributions on the course fo-
rums, we were aimed at understanding if forums enabled female students to partic-
ipate at least as actively as their male colleagues in the discussion.

The results of this research showed that students acknowledged the value of the
forums as an alternative means to express themselves and know the others’ perspec-
tive on relevant topics. The number and types of content contributions to the
course’s forums of female and male students were very similar and, as such, one
can say that female students became more actively engaged in the digital forums.
This research demonstrated that forums about relevant topics can be an important
feature to include in the design of a Higher Education course, and, furthermore, that
they seem to empower female participation. The question for future research is to
understand if the digital participation transubstantiates into a more active engaged
in non-virtual forums.

In the next section, we started by offering the reader a review of the relevant
literature to investigate the relationship between the use of forums and sex inequal-
ity. In section 3, we described the research methods. In section 4, results were de-
tailed exposed while in section 5 we discussed their meaning. In section 6, conclu-
sions, limitations and future studies were presented.

2 Related work

Forums are widely present in online learning and blended-learning and are per-
ceived as useful tools to use in Higher Education [10]. In fact, they are technological
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tools that integrate most Learning Management Systems (LMS) (such as Moodle,
Canvas or Blackboard) by default. As boundaries in Higher Education institutions
become wider, forums have become the object of a growing interest by researchers
[11].

In a recent survey of the Portuguese scientific production indexed in SCOPUS
and Web of Knowledge on the topic of “online learning”, Morais, Moreira and Paiva
[12] showed that forums were an important source of data. For example, they pro-
vided researchers with facilitated access to students’ or trainees’ thoughts and ideas
on several issues, such as training itself or general social topics; these thoughts and
ideas were not directly enquired on but indirectly retrieved from users’ entries (i.e.,
posts published in forums) and were, for that reason, context-dependent.

LMS, such as Moodle, which incorporates forums, have been criticized as being
old and ineffective tools with several limitations in environments that are increas-
ingly open and connected [13] or, to use an expression borrowed from Jenkins [14],
in a participatory culture. This is not the time or place to analyse this question, but
one should not let it go without referring that the question is being asked in a naive
manner. In fact, as in this research we were focused on the students’ attitudes to-
wards forums, we aimed at getting new insights on what made the forums a suc-
cessful tool in the context of this specific course.

Researchers have been looking at forums with a diversity of purposes. Some au-
thors have been more interested in understanding interaction patterns [15]. Other
authors have been more interested in understanding the development of collabora-
tive work and what patterns emerge when they use text analysis [16], on facilitating
online discussions [17] and knowledge building [18]. In this research, we were
mainly interested in the type of contributions that students published in the forums.

Based on her pedagogical practice, Hughes [19] started to ask students to identify
what type of content contributions they have written before they published in the
course’s forums (see Table 1). This proposal has not yet been tested, and, conse-
quently, this research aimed at capturing its heuristic value to categorize students’
posts.

The studies available do not solve the controversy on whether or not digital fo-
rums help equalizing the participation between sexes. For instance, His and Hoadley
[20] supported the view that male students were more actively engaged in produc-
tive scientific discussion through electronic forums. Lim and Nahyun [21] also
found that males seemed to appreciate more and have more chances to develop lit-
eracy skills than females by using Wikipedia. On the other hand, Prinsen, Volman
and Terwel [9] showed that the picture is more complex. They reviewed a set of
studies that focused the behavior of male and female students both on computer-
mediated communication (CMC) and on computer-supported collaborative learning
(CSCL) and found that there were differences in the degree and type of participation
between sexes. Male students tended to be more actively engaged in CMC while in
CSCL the situation were more balanced, although male students were more asser-
tive in their statements and female more prone to agree. In another recent study, the
same authors [22] found out that girls profit more than boys from participating in
the elaboration of a programme in CSCL-environments, although this effect may be

15* Edition, 2015 - ISBN: 978-972-752-173-9

p-15



Proceedings of the 10"" Doctoral Symposium in Informatics Engineering - DSIE’15

connected with stereotyped patterns of communications (girls tend to ask and elab-
orate more than boys). Consequently, more research is necessary to understand if
online forums can equalize male and female students and that is why it is important
to study not only the degree but also the type of participation as we aimed at doing.

Table 1. Types of content contributions
(Hughes [19])

Category

Definition

a. Reflection

b. Expansive Ques-
tions

c. Substantive Insights

d. Collegial Chal-
lenges

e. Personal Realiza-
tions/Transformations

f. Clarification

g. Affirmation

h. Connection

i. Reiteration

J. Summary/Wrap Up

comments and initial thoughts, especially when asked to ini-
tially reflect about a course reading
about the content read or ideas posted by others; i.e., questions
that spur others to think about or explore deeply the content or
other ideas perhaps by using comparisons or metaphors
on the content read, including reinterpretations with the use of
personal/ outside examples
on the content read or ideas posted by others; i.e., disagree-
ments with specific support for your perspective
explicating significant shifts in your perspective on the topic
due to the readings or the discussion
about the question or comment posed — respondent feels clarifi-
cation is needed before being able to respond
of ideas that participant has posed, including reasons why the
respondent agrees or affirms the ideas.
to other peers’ or the instructor’s posts. You may direct readers
to another post with similar ideas and content as your own or
make a comment that connects or extends another person’s
ideas while explicitly acknowledging the connection.
when you are unsure of the meaning of a post, you may reiter-
ate back to the poster what you think they mean, asking them to
check if your interpretation correctly captures their intended
meaning.
often used by the instructor or moderator of a topic to summa-
rize or bring together ideas across the discussion or part of the
discussion.

In the next section, we will try to describe the methods used and the research
questions that guided this research and that operationalized this problem within the
specific context of a higher education course.

3  Method

This was a non-experimental, exploratory research, which used a qualitative meth-
odological approach. In the following lines, we indicated the research questions,
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described the context where the study took place and its participants, i.e., students
enrolled in the class, as well as data collection and data analysis procedures.

3.1 Research questions

Keeping in mind the empirical observations we have made on the students’ partici-
pation and the scientific literature reviewed, we were not able to formalize clear
hypotheses, but we were able to identify the following research questions:

1. What were the students’ attitudes towards the course’s forums?

2.  What type of content contributions did male and female students published
in the course’s forums?

3.  What was the heuristic value of Hughes [19] content contributions catego-
ries?

4. Did the forums empowered the participation of the female students?

3.2 Context and participants

This investigation occurred within the context of a Higher Education optative course
on Personal and Professional Development at the Faculty of Sciences that took place
in the 2" semester of 2013/2014. Lectures consisted of a series of weekly seminars
on topics such as employability, science and religion, scientific production, with
invited speakers, followed by discussions. Practical lessons were supported by
group dynamics and addressed personal and professional development topics, such
as effective communication, group collaboration and time management. There were
also virtual lessons that took place in the course’s Moodle platform.

Students were required to participate in the forums discussing either the topics
of the seminars or the topics of the virtual practical lessons. Each forum had a fore-
word written by the teachers. When the forums were about the seminars, students
were asked to share their personal comments on the topics; whenever the forum was
part of a virtual class, guidelines were given in a more detailed way and other re-
sources were presented, such as further reading or videos. Students were informed
that their participation in the forums was to be reflected in their final course grade.

Table 2 shows the distribution of students and final synthesis by gender and pro-
gramme. As one can observe in Table 1, 83 (nearly 61%) students were female and
54 (nearly 39%) were male; the great majority of them were enrolled either in Bi-
ology (51 students, nearly 37%), Chemistry (41 students, nearly 30%) or Mathe-
matics (28 students, nearly 20,4%), while the others were distributed by other pro-
grammes.
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Table 2. Distribution of students by sex and programme

Students enrolled

Variables

Frequency (%)
Sex Female 83 (60,6%)
Male 54 (39,4%)
Landscape Architecture 1 (0,7%)
Biology 51 (37,2%)
Biochemistry 2 (1,5%)
Engineering Sciences 4 (2,9%)
Programme Earth and Environment Sciences 6 (4,4%)
Geology 1 (0,7%)
Mathematics 28 (20,4%)
Chemistry 41 (29,9%)
Mobility 3(2,2%)
Total 137 (100%)

3.3 Data collection and data analysis

The data included (1) the personal syntheses of the students (no more than one page)
that consisted in a reflection on their participation in the course and (2) the online
forums of the course’s Moodle platform.

A qualitative analysis has been conducted using NVIVO 10 for Windows, a qual-
itative data analysis software. Final syntheses and forums were retrieved from the
course’s Moodle platform and inserted into the software. After a preliminary and
exhaustive reading, the corpus of analysis was constituted by means of a query that
identified the content associated with forums using the following key-words:
“foruns OR forum OR foérum OR forums”. We should remind the reader that the
course was given in Portuguese.

Table 3 shows the initial material available and the corpus that was further ana-
lysed. Initial material consisted on the personal evaluative synthesis that each and
every student was asked to write. The corpus that was further analysed only encom-
passed the syntheses that contained at least one reference to the forums. The context
unit was the surrounding paragraph of the coding unit. Following Bardin [23] we
define context unit as the unit that allows us to understand the meaning of the coding
unit, in this case the theme. The coding unit is the segment of the corpus of analysis
that is to be categorized and that ultimately can be counted. A theme is a nucleus of
meaning that can be identified by the criteria specified by the analysts. In this case,
we did not use a priori categories but instead we followed an approach inspired by
the grounded-theory [24] according to which a constant revision method was used
to reorganize categories as they emerged from the analysis. The categories used
were attitudes, i.e., “a psychological tendency, that is expressed by evaluating a
particular entity with some degree of favor or disfavor” [25, p.269]. The corpus
included 35 (63,6%) final syntheses from female students and 20 (36,4%) from male
students.
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Table 3. Material available and corpus of analysis

Variables Material Corpus
Frequency (%) Frequency (%)
Sex Female 70 (64,2%) 35 (63,6%)
Male 39 (35,8%) 20 (36,4%)
Total 109 (100%) 55 (100%)

Aside forums that were used to discuss doubts or to deliver group works, the
course had 11 forums. As this is an exploratory study, we selected only the forum
that had more visualizations (3041 views) to analyse. At this forum, 49 posts were
analysed (19 new entries and 30 replies or threads). The context unit was the thread
or, if necessary, the group of threads that followed a new entry, while the coding
unit was the type of content contributions according to Hughes’ proposal [19] (vide
Table 1 in section 2).

4 Results

As we mentioned in the previous section, forums were highly participated. Students
not only published their forums as they read other students’ contributions. In this
section, we presented the results obtained through the qualitative analysis. In the
first place, we were aimed at mapping the attitudes of the students towards the
course’s forums and eventually to verify if we could find any sex-based effect.

Table 4 shows the attitudes towards forums (total and by sex) that were coded in
the personal evaluative syntheses. We coded every segment of text that expressed a
positive or negative view towards the forums as an attitude (coding unit). In the
Table 4 we indicated the number of sources where a specific attitude was found.

As one can observe, there are more total sources coded with positive attitudes
than sources coded with negative attitudes. Not only is this true, as when we look
closely to the negative attitudes we can see that the majority was connected with the
perceived participation, i.e., specific references that the students made on their own
participation. Sometimes, students, admitted that they could have been even more
actively engaged in the discussions. A few students criticized the eventual redun-
dancy of the topics, they showed surprise for they did not expect that their partici-
pation in the forums was so hard, they wished the discussions were more controver-
sial and finally one student simply did not like this modality of communication.

On the other hand, positive attitudes did not refer only to the strong participation
or commitment with the activities but they also enlightened the relevance and nov-
elty of the themes proposed by the teachers and they explicitly referred a few per-
sonal development benefits that they took from their participation: dialogue and
meeting other’s perspective, self-expression and improvement of their writing
skills.
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Table 4. Attitudes towards forums

Evaluation Attitudes Male students  Female students Total
(Sources coded) (Sources coded) (Sources coded)
Participation 6 10 16
Relevance 3 12 15
Dmloque/Meetmg 3 10 13
Positive others perspectives
Self-Expression 4 4 8
Irn_provmg writing 2 3 5
skills
Total 12 27 39
Less participation 7 6 13
Scheduling of post 2 1 3
Redundancy 0 1 1
Negative quk . 0 1 1
Uninteresting 0 1 1
Lack of contradic- 1 0 1
tory
Total 10 10 20

Female students showed more favourable attitudes than unfavourable attitudes
towards forums. This is not surprising because 64,2% of the material analysed was
written by female students who were also in majority in the course. It is, however,
interesting that this proportionality was not mirrored in the negative attitudes to-
wards forums.

Table 5 shows the students’ contributions to the forums. Both female and male
students published new entries and replies to previous posts in the same degree.

Table 5. Contributions

Tvoe of entr Male students Female students Total

yp Y Sources coded (%)  Sources coded (%)  Sources coded (%)
Reply 11 (36,7%) 19 (63,3 %) 30 (100%)
New entry 7 (36,8%) 12 (63,2%) 19 (100%)

Table 6 shows the students contributions (total and by sex). Not surprisingly,
reflection was the most common type of content contribution. It was often the first
contribution published by male and female students alike. Affirmation was the sec-
ond more common type of content contribution, i.e., students agreed with the ideas
expressed by their colleagues. It was not possible to find significant differences be-
tween male and female students in their publishing patterns, considering the relative
percentage of male and female students in the course. Content contributions, such
as clarification, collegial challenges, personal realizations/transformations, reitera-
tion or substantive insights cannot be taken in consideration because they were less
used.
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Table 6. Students contributions (total and by sex).

Type of content Male students ~ Female students Total
contribution Sources coded Sources coded Sources coded

Affirmation 8 10 18
Clarification 0 3 3
Collegial challenges 2 2 4
Expansive questions 2 6
Eersonal realiza-_ 1 3 4
tions/transformations

Reflection 8 12 20
Reiteration 1 0 1
Substantive insight 3

Total 25 36 61

5 Discussion

The results obtained by means of a qualitative analysis indicated that the students
enrolled in the course had mostly positive attitudes towards the course’s online fo-
rums (vide research question 1). The perceived participation, relevance of the
themes, dialogue and meeting others’ perspectives, self-expression and improving
writing skills were greatly valued.

The content contributions of the students comprehended fundamentally reflec-
tions and affirmations, although expansive questions, substantive insights and per-
sonal realizations were also found (vide research question 2). Currently, another
research in which we are involved is trying to understand if it possible to instigate
students to employ more complex types of content contributions in order to improve
the quality of the forums by asking them to code their own contributions before
publishing.

The current research let us confirm that the content contributions categories pro-
posed by Hughes [19] provided a good framework since it was not necessary to add
any other category to the list and since all the categories were used during the coding
process, excepting the summary/wrap up category (which was intended to capture
the teachers’ posts) (vide research question 3).

We were not capable of finding any significant difference between male and
female students’ positive attitudes. This is not to say that their evaluation was iden-
tical. As a matter of fact, male students were more critical about forums in that they
referred as many negative points as their female colleagues.

Overall, forums were probably more interesting to female students (vide research
question 4). Why is that? The data retrieved from the final synthesis could be biased
since it refers to personal views. We had to look at it cautiously, although the qual-
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itative analysis suggested that forums provided an environment where female stu-
dents felt more comfortable to share their thoughts and ideas. This result was in part
consistent with Prinsen, Volman and Terwel [22].

The analysis of the most participated forum was important to estimate if female
students were in fact more actively engaged in online discussions when compared
with their engagement in the practical lessons. We did not expect that they partici-
pated more than their male colleagues, but we would hope that they participated at
least as actively as them. New entries were as important as threads. Looking at the
relative percentage of the female and male new entries and threads we are not able
to identify any difference. In fact, the percentage of new entries and threads pub-
lished by male and female mirrored the percentage of male and female students in
the course. This result might mean either that there are no differences between male
and female patterns of publishing or that the eventual differences have to be inves-
tigated further. The results that we obtained in some content contribution analysis
are based upon insufficient cases.

6 Conclusions

In this paper, we were aimed at understanding how Higher Education students per-
ceived their participation on mandatory forums in the context of an optative course
and if female students were more actively engaged in the forums.

There is a great dissension on scientific literature on the benefits of digital media
and, specifically, on educational settings. Are digital media capable of equalizing
and bridging sex-based unbalances?

Our results give us a few reasons to think that forums might be useful to promote
personal development in the context of Higher Education and empower female stu-
dents to actively engage in discussion. In the first place, attitudes towards forums
were positive: students considered that they allowed them to meet other’s perspec-
tives. This is of utmost importance in a globalized and plural world. In the second
place, female participated as much as male in online forums and eventual differ-
ences were not identifiable. This is relevant because they did not have a similar
behaviour in the practical lessons, but this is also insufficient. Digital media should
not only be capable of providing female students with a more comfortable environ-
ment but they should empower them to reconfigure their non-virtual participation
in discussions. This was, however, beyond the scope of our present research.

This research is considerably limited. The most relevant limitation is that the
coding process was done by one analyst alone and, consequently, the validity of the
present results was threatened. The fact that we only analysed one single forum,
although the most participated one, is another limitation. In fact, one cannot tell for
sure that results would be similar to those that we presented in this paper if other
forums were analysed.

These are, nonetheless, preliminary results and future developments must neces-
sarily address the limitations that we stressed by asking other analyst to review the
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present coding and by including all forums in the analysis, eventually, using the
theoretical saturation principle to determine when no further entries need to be an-
alysed. This trend of research also needs to be deepened and, currently, a larger
team is trying to understand whether forum contributions are improved by asking
students to self-coding their own posts with the categories proposed by Hughes [19]
before publishing them and if any sex effect is associated with students performance
in these tasks.
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Abstract. Currently, a part of population about one billion, about 15%,
including children, are living with a disability, be visual, hearing or physical.
People with deficiency can be overly dependent on their families, due the lack
of support services. The Internet of things can provide a better life for these
people and allows them to participate in the social and economic life. In this
paper we describe an application developed for Android, a learning game to be
use by children with cerebral palsy in context of learning in the classroom. The
work was discussed with a group of specialist of APCC institution, and were
identified limitations in the application use and have been proposed new
challenges for application. In this paper were also discussed concepts on
Wireless Sensor Networks and Internet of Things for people with disabilities

Keywords: Internet of Things, Cerebral Palsy, Wireless Sensor Networks.

1 Introduction

According to the World Health Organization (WHO), a part of population of about
one billion, about 15%, including children, are living with a disability, be it visual,
hearing or physical [1]. People with disabilities are often dependent on others to carry
out everyday activities. The services that enable people with disabilities to have
greater autonomy are limited. Therefore, these people cannot be fully integrated into
society.

The IoT allows through low-cost applications the democratization and use of these
technologies by all social classes. The IoT applications for people with disabilities are
interesting, they aim to increase the autonomy of these people, or even to their
caregivers [2].

Within this project in IoT, we made a partnership with the Cerebral Palsy
Association of Coimbra-APCC. On The needs and areas of intervention collected
together the institution, a greater emphasis was given to the shortage of learning
games using the scanning method (selection mechanism widely used in games for
people with cerebral palsy). Our goal therefore, was the development of a learning
game for tablet with Android operating system, where this game involves the
interaction of a child using the device with a toy.

In section 2 we describe the concepts of cerebral palsy, IoT and Wireless Sensor
Networks. Section 3 describes the implementation of the architecture of Project, and
the operation of the application and the technologies used. In Section 4 are presented
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the final considerations of APCC institution about the project, and finally, section 5
presents the conclusion and future work.

2 Background

In this section are addressed the main concepts of cerebral palsy, and concepts about
Internet of Things (IoT), and in particular applied IoT to deficiency and concepts and
work on Wireless Sensor Networks.

2.1 Cerebral Palsy

Cerebral palsy is characterized by a group of disorders that affect the motor system,
and the posture control. The Cerebral palsy appears early after an injury, damage or
disorder of the central nervous system [3].

The treatment is palliative for cerebral palsy, since it is not possible to act on a
healed injury. In addition to drug treatments, the therapies in general are widely used,
such as speech therapy. The speech therapy consist the development of activities in
scope the prevention, evaluation and treatment of disorders in communication. The
Professionals use learning games as assistance in the performance of this therapy.
However, there is little availability of these games on the market, the game "The Grid
2" is an example of a game that allows people with limitations in speech can
communicate via computer. The Idea Project - Digital Divide with Teaching
Interactive Accessible [4], which integrates contents of the 1st Cycle of the areas of
Mathematics, Portuguese and Environmental Studies, allows users to use the scanning
method for access to games. There are mobile applications, as the example of
Proloquo2Go [5], for the iPhone and the Sleep Flex Lite [6] for Android, that use
alternative communication as tool to improve the communication capacity of people
with disabilities for speak. The applications are similar and allows that is issued a
voice with to the selected information.

2.2 Internet of Things

For Domingo [2] the Internet of Things (IoT) is a technological revolution in
computing and communications. For [7] the concept of 10T is like a vision where the
objects in our world are identified only as part of the Internet, with important
information and may be accessed over the network, which has dramatically impact in
the professional, personal and social. According to [8], technological change allows a
different form of communication between people and the things. Although there are
different definitions for the Internet of Things, there are underlying concepts that
normally appear when it comes to defining their goals.

The Internet of Things is closer to marking technologies, as the Radio-Frequency
Identification (RFID), wireless sensor networks, actuators, mobile phones, the quick
response code (QR codes), Near Field Communication (NFC), among others. The
interaction and cooperation between these objects will occur only through addressing
schemes aiming to achieve common goals, [9]. Among the numerous fields of
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application where the technology of the Internet of Things will become very useful,
we highlight following scenarios: homes and smart cities. An example of this is the
project USEFIL - Unobtrusive Smart Environments for Independent Living [10],
which have the goal to generate systems and services through a simplified approach
with cost-effective solutions for older people, making use of Information and
Communication Technologies (ICT). For smart cities, stands out the European project
OpenlOT, that aims to facilitate the use of sensors in ICT-based services not only for
smart cities, but also in industry and agriculture with solutions based on sensors
networks service [11]. The Commodity project aims to develop an intelligent system
for the analysis of combined medical data to make possible the provision of medical
information directed to the treatment of a single patient [12].

2.3 Wireless Sensor Networks

Wireless Sensor Networks (WSNs) differ in several aspects of traditional computer
networks. Usually consist of many nodes scattered in a region, in order to take
measurements of some phenomenon, for example, seismic measurements of a
volcano. The collected data are send to a base station, for to be analyzed and treated.
The nodes have energy limitations, because in many cases, are in inhospitable regions
or of difficult access, and must have mechanisms for self-configuration and
adaptation because of losses of nodes (either by destruction of equipment or due to
complete loss of their power supply source) or the insertion of new nodes [13].

In WSNs, each node may be equipped with a set of sensors, such as temperature,
pressure, humidity, light, sound levels, and other. The combination of these devices
provides WSNs be used in a wide range of applications such as [14]: Agriculture
and environment, where is possible perform the measurement of the fertilizer level
in the whole extension of the property. These systems provide to farmer a precision
farming leading leading to lower costs, because the farmer just need to perform a new
application of fertilizer in deficit regions. Military applications, monitoring of
strategic regions can be performed by magnetic sensors and vibration thereby
allowing identifying moving enemy troops and assist in the decision-making process
during the battle. Medical Applications enables you to perform the monitoring of
vital signs of patients, organ functioning as the heart and detect the presence of
substances harmful to man.

2.4 Internet of Things for people with disabilities

The Internet of Things can provide a better life for people, particularly for people who
need support, because of their disability. Therefore, the IoT can help these people
with special needs to enhance their social life, offering in their daily activities the
assistance they need, providing greater autonomy, independence and economic
participation. There are many current projects discussing architecture IoT for people
with disabilities. In [2] had proposed the IoT architecture for applications aimed at
people with disabilities. This architecture was divided into three layers: the first layer
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is the perception, the main function is to identify objects and collect sensitive
information to the context of the environment of people with disabilities is comprises
for sensor means, actuators, tablet, PC, Smartphone, RFID, among others. The second
layer is the Network and its main function is the transmission of information obtained
from the perception layer. It consists of wireless networks, Internet, and so on. Have
the Application layer is a set of intelligent solutions applied to IoT technology, in
order to meet the needs of users.

The European Union (EU) in the IOT-i EU project [15] suggests another proposal
of IoT architecture. This project aims to create a unified system for IoT community,
aiming to align the community members in a vision of IoT exclusively for the Internet
of the future. Thus, it was intended to avoid causing the fragmentation the IoT in
several different solutions of the application domain. However, one of the first
projects worldwide to IoT was the SENSEI FP7, whose goal was to build an
architecture that allows the integration of sensor networks and wireless actuators. The
work influenced other projects about architecture of the Internet of Things, such as
the 10T-i EU FP7 previously described, and FI-WARE project with the main
objective of creating APIs (Application Programming Interface) open to developers
and suppliers through a common architecture.

3 System Overview and Architecture

In this section we will present a overview of the application and the architecture the
project developed, as well as the technologies used.

3.1 Application and General Architecture

The android application is a learning game called "Game of Animals" designed for
use by children with cerebral palsy. Designed for tablets with android operating
system. In this application were made initially the settings by tutor. This setting will
establish communication with the multithreaded server and from that will define the
set of questions that will appear in the game to the student. With these initial settings
completed, students can learn about a number of animals previously defined in the
application, and when deemed necessary start the exercises through a Quiz system.

To carry out the management of the activities with the students, the tutor (teacher /
parent) has on your domain a system called Tutor System. This system is capable of
perform administering all the necessary resources so that each student can receive
adequate exercise to their learning needs.

In Figure 1 is show the project overall architecture. This architecture consists of the
android and tutor applications, by multithreaded servers and UDP, besides the sensor
nodes. In the following paragraphs are briefly described each module of architecture.

The multithreaded server is responsible for providing all questions and alternatives
in carrying out activities in the Animal Game. It also gets all the answers that the
student chose during the course of exercise, inserts the data in the database and finally
sends the UDP server what action should be performed by the toy node. Upon
receiving the request from the multithreaded server, the UDP server is responsible
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only for forwarding this request by port serial device to the base station, which in turn
forwards via radio to toy node, which should be your action according to the response
of each student. Finally, upon receiving the message, the toy node performs the action
of turn on the green light when the answer is right and turn on the red light when the
answer is wrong.
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Figure 1 - General architecture of the Application

3.2 Technologies Used

We have used Java programming language for development the android application.
We use sensors MicaZ (Datasheet MicaZ), which are third-generation devices that
enable low power consumption, and are able to work with wireless sensor networks in
2,4 GHz e 868/916 MHz [16]. In addition, support the date transmission rate of 250
kbps. These nodes also have temperature sensors, humidity, and pressure, among
others. We also used a MicaZ base station that was connected to the Linux server
(Ubuntu operating system), and so was able to receive via serial port application
android information and send action commands to the sensor node.

In the project was used the MySQL 5.5.29 database to store game information. The
management program date base was choosing was due mainly to be open source.The
choosing this management program was due mainly to be open source, besides having
excellent performance and stability, requires little hardware resources [17].
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3.3 Multithreaded Server

To make it possible verify the actions and intentions that the student or tutor wanted
done while executing the application android.was created a communication client-
server through socket able to meet all the needs of users for example: verify that the
answers are correct, provide the questions customized to the student that is playing
and save the student's performance in the database. Also, being able to provide at the
same time this service to more than one user. The message that starts the operation,
part of the android application system when it starts to perform the setup procedure
the game environment by tutor. The message sent is responsible for establishing
communication via socket with the multithreaded server. Then the tutor forwards the
code identification of the student to the server. On receiving the message, the server
checks whether the ID code of the student is valid, then forwards for android
application all groups in which the student is associated.

The tutor makes the pick of the bunch, and mainly the type of activity that the tutor
want to accomplish with the student can motivate this choice. Upon receiving the
chosen group, the server forwards all the issues and alternatives associated with the
group for the android application. Having all the information necessary for the
completion of the quiz is then available the opportunity to start the game. For each
question in the quiz, the android application forwards the response to the server.

Then the server identifies whether the answer is correct or incorrect and make
available for android application the updated score of the student, along with the
name and at most the score of 2 students who belong to the same group. This repeats
until the last question is answered.

3.4 UDP server

The UDP server the same way that the multithreaded TCP server also is implemented
via socket, using mostly different communication protocols. The choice of the UDP
protocol instead of the TCP protocol, to performing communication between two
servers, is justified by the fact that protocol UDP is shown more appropriate for data
stream in real-time, thereby being more suiting to ensure the concept of cause and
desired effect in the system.

The message that starts communication between the two servers, is sent to UDP
server after multithreaded server check if the response sent by android application is
correct or wrong. To perform the communication has been established two types of
messages, one for when the response is correct, being asked that the green light turn
on by the toy node, and another message when the answer is wrong is requested that
the red light is lit. After receiving one of two messages, The UDP server encapsulates
the message through their own TinyOS library that provides a Java interface at the
application level for sending messages, and forwards, via serial port to the base
station.

3.5 MicaZ
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Described above, for the construction of the infrastructure of hardware necessary for
perform the interaction among the application and the toy, we used two MicaZ
devices for construction of this architecture. A device is used to serve as a base station
and assist in communication and sending messages to other software. The second
device was meant to serve as own toy node and create interface with the student
during the game. The activity begins after the base station via the serial port receive
one message from the UDP server, then begin the message reading process, being
initially identified for which toy node this message refers. From this, each student can
interact with your toy of shape independent of the others. Before starting any message
forwarding process for toy, a check is performed if can use the of system radio of
device, otherwise, this request is then routed to a queue until their use is allowed.
With the availability of all resources necessary to initiate communication with the toy,
is then created a message from the below written communication structure. In this
structure two attributes bases are defined, one for the identification of the toy node
and the second for the message content.

Table 1 - Communication Structure
typedef nx_struct BlinkToRadioMsg {
nx_uintl6_t nodeid;
nx_uintl6_t counter;
} BlinkToRadioMsg;

For the filling up of message content is checked what action was originally
requested by the UDP server, and then represent it in a 16-bit integer, being assigned
a value of "0x01" to turn on the red light and the value of "0x02" to turn on the green
light. With all the completed fields is carried the send of message for the toy.

4 Considerations APCC

In the final phase of the project, was necessary to perform a presentation to the APCC
professionals of, for to understand the functioning of the developed system. Were had
presented the tutor system and the android application, showing systematically the
features of each application, such as example of a registration of a new student in the
Tutor application as also the action triggered for toy node to each right or wrong in
the Animal Games.

Were presented some limitations in the application. These limitations refer to some
requirements that were not possible to develop in this project, as an example: the
application to be tested using a switch to trigger some information of the game. This
occurred, because we do not had that equipment for the tests. Another limitation that
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do not posed was the toy with sound feedback and move. This toy would use to
promote a stimulus reinforcement in the game with the children. The application
developed for the institution presents the needs raised in the beginning of this project.
These needs are mainly related to the motor difficulties of children with cerebral palsy
to access applications on your computer, requiring mechanisms that allow such
access, as the use of switches and adapted keyboards.

Was very important to development tutor system to use by professionals who are
to accompany the student during an activity. In APCC is currently not used an
application that allows this type of management, because through this application, the
tutor can perform several actions to make custom game for each child's learning
needs.

APCC are used various games, such as The Grid 2 that is used in therapies
talking and activities in the classroom with the using the switch the use of switch
simplifies much the lives of people with motors commitments, for this reason are
widely used in various activities of daily life, the example of the wheelchair handling.

Just as is done training with children to use the switch, is being developed recently
training in the institution for the use of the Tablet. This training is to establish small
advances with handling hand to touch the device screen. Yet is not used any
application developed for Tablet that has the scanning mechanism, and which allows
the use of the switch, because the institution is unaware of any such application. The
animal game developed in android is a good starting point for the creation of several
other applications that can be used by children with cerebral palsy.

In general, the game has several features not found in other; one example is the
group games. The functionality of the group of play is not intend to encourage any
competition among students, because each has its difficulties and limitations, but
allow greater socialization of students in the classroom.

Another feature of the application is the inclusion of actual toys that interact with
the application in android. These light stimuli fired every right or wrong during the
game arouse students' attention and interest in learning the game. The prototype
presented of the application with the interaction with the toy not properly done; it
lacked the coupling of the sensor nodes that trigger the light effects in the toy. It is
expected that in addition to the light effects are also presented sound effects and
movement in the toy every learner response.

Although some limitations that were not implemented in the project, the
implementation involves a large part of the requirements raised by the institution to
develop an application that can be used by students in the APCC.
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5 Conclusion and Future work

In scope of the Internet of Things in the development of learning games with toys
coupled with sensors nodes, an application was created in android. This game offers a
simple interface with mechanisms that allow children to have access to same. The
access mentioned here refers to mechanism sweep just mentioned. The application
was developed in accordance with the set of requirements drawn up together with
APCC institution. We show here in the project not only the application for children,
but also a dedicated application for tutor. The application prototype has been tested
and shown to the professionals of the institution, and so allowed us to conclude that
the system developed for the APCC meet most of the requirements mentioned.

The developed application differs from the games already used by the institution,
at first was developed specifically for devices, such as tablets and smartphone, that
for the moment are not used by APCC any game available for use in these devices.
The advantage of an application used in Tablets are related to portability of the
device, that is, allow the same may be coupled in a wheelchair for children, and being
smaller than a laptop and lighter, this factor has become paramount in the
implementation of usability.

In this work the main objective was fulfilled, to create an application at low cost to
allow monitoring by tutors or parents in the development of the activities carried out
by children at play performed in the classroom and also at home, and even the
inclusion of devices represented here by us toys in the application, interacting in real
time with the virtual game, according to the answers given by the students. The IoT in
this context was important because it allowed the integration of the actual represented
by toy with sensor together with the application in android.

For possible future work, we highlight the creation of new functionality of
interaction with the toy. These features relate particularly in developing more
strengthening mechanisms of stimuli such as sounds and movements. The tutor
application will be important to develop new features to make it more manageable
application by tutors. An important issue is the possibility of the tutors can create
custom questions may choose images and sounds that appear in the Animal Game.

In this project was not possible to use a switch to test the operation of the android
application, we used the touch on the device screen to trigger the information. Will be
very important for the next work the switches to be incorporated (switch) as triggering
devices for children, as it will facilitate their access in the use of applications in
android.
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Abstract. The merging of decision tree models is a topic lacking a gen-
eral data mining approach that is not domain specific. Existing research
address the issue under different motivations and to solve different prob-
lems. This paper presents a survey of current approaches of merging
decision trees, highlighting what they share in common by presenting
a general data mining approach based of the combination of rules. Al-
though its major components and problems are abstracted, illustrative
examples from the literature are provided. Possible directions of unex-
plored issues for future research are also discussed.

Keywords: prediction models, decision tree merging, survey

1 Introduction

Classifiers obtained from decision tree models have the characteristic of not
requiring previous domain knowledge or heavy parameter tuning making them
appropriate not only for prediction but also for exploratory data analysis. The
tree-like representation of knowledge presents itself as intuitive, making models
that are usually interpretable by humans [1]. For this reason, decision trees
models have been very popular as models in classification problems in various
business domains and are still widely used.

The motivation to merge models has its origins as a strategy to deal with
building prediction models for distributed data. Distribution can occur naturally,
i.e., when the data is initially collected on distributed locations and transporta-
tion to form a monolithic data set (designation used in literature to refer to a
single centralized data set) is costly or unsafe making it not feasible. An example
is Bursteinas and Long [2] motivation which is related to data being generated
on distributed distant machines connected by low transparency connections. Al-
ternatively, distribution can occur artificially, being a strategy to deal with very
large monolithic data sets which would make training a model a very slow task
or even impossible due to lack of resources. Data sets exceeding RAM sizes is
presented as a factor for distributed data by Andrzejak, Langner and Zabala
[3]. Another reason to have artificially distributed data is when it is collected
as consequence of a business process. An example is in Strecht, Moreira and
Soares [4] research in which student enrolments records are gathered in courses
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to create models at course level in a university. Merging models appears as a
technique to generalize the knowledge contained in those models at university
level to provide useful information to help explain the drop out phenomenon.

A local data set can be defined as a subset of a larger monolithic data set that
is splitted either naturally or artificially. Each local data set provides training
examples to create local models. If the number of models is too large, it becomes
difficult to generalize knowledge, and have a single model view. There are two
major approaches to build generalized models from distributed data:

— Data compression in which data in each local data set is compressed into
one or more training examples. Another process then gathers all examples
and trains a generalized model. Yael and Elad [5] describe this approach in
detail. The drawback is that there are no models created at each local data
set, which may be required to understand business processes at local level.

— Model merging in which a local model is trained in each local data set and
then another process combines them to form a generalized model. This has
been used to a greater extent with different approaches which can be divided
into two main groups: mathematical, in which a mathematical function is
used to aggregate models; and data mining in which the models are broken
down into parts, combined and re-assembled to form a new model (both are
detailed in Section 2).

At first glance, it may seem that merging models is another form of ensemble
learning. There are, however, major differences between the two methodologies
that help to easily distinguish them, as presented in Fig. 1.

P T A A I
e My o Mo M Mn

j Models merger

Fig. 1. Ensemble learning vs Models merging

Ensemble learning consists in combining the predictions (p1, ..., p,) made
by various models (M, ..., M,) into one prediction (p). The ensembler im-
plements a method to combine the predictions, such as bootstrap aggregating
(bagging), boosting, or random forests. Models merging consists in combining
various models (M, ..., M,) to create a merged model (£2) which is the only
one making a prediction.

The remainder of this paper is structured as follows. Section 2 presents an
overview of approaches to merge decision trees. Section 3 describes a general
data mining approach with different alternatives of carrying out intermediate
steps. Section 4 presents the conclusions and identifies open issues for research.
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2 Overview of Approaches for Merging Decision Trees

2.1 Mathematical Approaches

Kargupta and Park [6], motivated by the need to analyse and monitor time-
critical data streams using mobile devices, propose an approach to merge decision
trees using the Fourier Transform. This mathematical operation decomposes a
function of time (a signal) into its frequencies yielding the frequency domain rep-
resentation of the original signal. According to the authors, mining critical data
streams requires on-line learning that produces a series of decision trees models,
which may have to be compared with each other and aggregated, if necessary.
Transmitting these models over a wireless network is presented as a problem.
As the decision tree is a function, it can be represented in frequency domain, re-
sulting in the model spectra. Merging models becomes a matter of adding theirs
spectra’s, a trivial task in frequency domain. If required, the merged model can
be transformed back to the decision tree domain by the Inverse Fourier Trans-
form. This approach has not evolved since 2004, when it was first presented. It
has been criticized [3] for being difficult to extend (e.g. only binary attributes
are considered by the authors) and for the lack of performance measures.
Gorbunov and Lyubetsky [7] address the problem by proposing a mathemat-
ical approach to construct a decision tree that is closest on average to a set of
trees. The problem is analysed from a theoretical point of view, i.e., it is not pre-
sented as a solution to be used in a specific application. Nevertheless, decision
trees illustrating the theory of evolution are pointed out as a proof of concept.
A complex algorithm is described and exemplified by a case in which ten binary
decision trees are combined, resulting in a super tree that represents their aver-
age. The algorithm is cited afterwards by the authors in another research [8] in
the context of molecular biology, therefore suggesting what seems to have been
the main motivation for its development. Although developed quite recently, in
2011, it has not been used by other researchers, probably due to its complexity.

2.2 Data Mining Approaches

Provost and Hennessy [9,10] present an approach to learning and combining
rules on disjoint subsets of a full training data. A rule based learning algorithm
is used to generate rules on each subset of the training data. The merged model
is constructed from satisfactory rules, i.e., rules that are generic enough to be
evaluated in the other models. All rules that are considered satisfactory on the
full data set are retained as they constitute a superset of the rules generated when
learning is done on the full training set. This approach has not been replicated
by other researchers.

A more common approach is the combination of rules derived from decision
trees. The idea is to convert decision trees from two models into decision rules by
combining the rules into new rules, reducing their number and finally growing
a decision tree of the merged model. The basic fundamentals of the process are
first presented in the doctoral thesis of Williams [11] and over the years, other
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researchers have contributed by proposing different ways of carrying out interme-
diate tasks. Table 1 summarizes research examples of this approach, specifying
the problem (or motivation) and data sets used.

Table 1. Research examples of combination of rules approaches to merge models

Research Problem/motivation Data sets
Hall, Chawla and Bowyer [12] Train model in a very large data set Iris, Pima
Indians Diabetes

Bursteinas and Long [2] Mining data distributed UCI Machine

on distant machines Learning Repository
Andrzejak, Langner and Zabala (3] Train models for distributed data UCI Machine

sets and exceeding RAM sizes Learning Repository
Strecht, Moreira and Soares [4] Generalize knowledge in course Academic data from

models at university level University of Porto

Hall, Chawla and Bowyer [12, 13] research present as rationale that is not pos-
sible do train decision trees in very large data sets because it could overwhelm
the computer system’s memory by making the learning process very slow. Al-
though a tangible problem in 1998, nowadays, this argument still makes sense as
the notion of very large data sets has turned into the big data paradigm. The ap-
proach involves breaking down a large data set into n disjoint partitions, then, in
parallel, train a decision tree on each. Each model, in this perspective, is consid-
ered an independent learner. Globally, models can be viewed as agents learning
a little about a domain with the knowledge of each agent to be combined into
one knowledge base. Simple experiments to test the feasibility of this approach
were done on two datasets: Iris and Pima Indians Diabetes. In both cases, the
data sets were split across two processors and then the resulting models merged.

Bursteinas and Long [2] research aims to develop a technique for mining
data which is distributed on distant machines, connected by low transparency
connections arguing that there is a lack of algorithms and systems which could
perform data mining under such conditions. The merging procedure is divided
into two scenarios: one for disjoined partitions and one for overlapped partitions.
To evaluate the quality of the method, several experiments have been performed.
The results showed the equivalence of combined classifiers with the classifier
induced on a monolithic data set. The main advantage of the proposed method is
its ability to induce globally applicable classifiers from distributed data without
costly data transportation. It can also be applied to parallelise mining of large-
scale monolithic data sets. Experiments are performed merging two models in
data sets taken from the UCI Machine Learning Repository [14].

Andrzejak, Langner and Zabala [3] propose a method for learning in paral-
lel or from distributed data. Factors cited as contributing to this trend include
emergence of data sets with exceeding RAM sizes and inherently distributed sce-
narios such as mobile environments. Also in these cases interpretable models are
favoured: they facilitate identifying artefacts and understanding the impact of
individual variables. The method is compared with ensemble learning, because
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in a distributed environment, even if the individual learner on each site is inter-
pretable, the overall model usually is not, citing as example the case of voting
schemes. To overcome the problem they propose an approach for merging of de-
cision trees (each learned independently) into a single decision tree. The method
complements the existing parallel decision trees algorithms by providing inter-
pretable intermediate models and tolerating constraints on bandwidth and RAM
size. The latter properties are achieved by trading RAM and communication con-
straints for accuracy. The method and the mentioned trade-offs are evaluated in
experiments on data sets from the UCI Machine Learning Repository [14].

In all previous presented research examples, decision trees were trained using
C4.5 algorithm [15] and accuracy [1] was used as evaluation function of the
individual and merged models.

Strecht, Moreira and Soares [4] research on educational data mining starts
from the premise that predicting the failure of students in university courses
can provide useful information for course and programme managers as well as
to explain the drop out phenomenon. The rationale is that while it is important
to have models at course level, their number makes it hard to extract knowledge
that can be useful at the university level. Therefore, to support decision making
at this level, it is important to generalize the knowledge contained in those
models. An approach is presented to group and merge interpretable models in
order to replace them with more general ones without compromising the quality
of predictive performance. The case study is data from the University of Porto,
Portugal, which is used for evaluation. The aggregation method consists mainly
of intersecting the decision rules of pairs of models of a group recursively, i.e.,
by adding models along the merging process to previously merged ones. The
results obtained are promising, although they suggest alternative approaches to
the problem. Decision trees were trained using C5.0 algorithm [16] and F1 [17]
was used as evaluation function of the individual and merged models.

3 Combination of Rules Approach to Merge Models

The combination of rules approach to merge decision trees models is the most
common found in the literature. However, when presented it has always been
in the context of a specific problem intertwined with details from the context
of business rules. Therefore, there is the lack of a generalized approach that is
not restricted to a specific domain. This section proposes such an approach by
identifying its key components and the major problems encountered. Aligned
with a survey perspective, it also presents the different alternatives to carry out
intermediate tasks found in the literature.

Fig. 2 presents the system architecture of this approach which encompasses
four main processes: models creation and evaluation, models grouping, models
merging and group models evaluation. The local data sets (D1, ..., D,,) are
assumed to be collected and prepared by a data extraction process which is
not part of the methodology. The outputs are group models (G, ..., Gy) and
corresponding performance measures (6(G1), ..., 6(Gk)). 8 denotes a function
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for evaluation measure (e.g. accuracy or F1). The following sub-sections detail
each of the processes.

Local Models and Groups Merged Performance
gg:g performance measures () of models models measures ()

o(m)
e ~o(61)
By
Models
; Models Models
creation ol merging ev‘gﬂfaﬁlifm
evaluation |
B == O (k)
Gk

Fig. 2. System architecture of the combination of rules approach to merge models

3.1 Models creation and evaluation

In the first process a decision tree model is created for each local data set. Due
to limitations of space, the description of the decision tree induction process
is not included. There are several algorithms to create decision trees, the most
popular being CART [18] (Classification and Regression Trees) and C5.0 [16] (an
evolution of the C4.5 [15] which is an extension of ID3). Although the approach
for merging decision trees is not specific to any algorithm, it is recommended
that the same algorithm is used to train all individual models. As pre-requisite
for merging, it is mandatory to have access to the models themselves. Decision
tree algorithms may output the model graphically, through oriented graphs,
or textually, as a set of lines. Fig. 3 shows an example of a model in both
representations with variables z and y, and classes T and F.

It is worthwhile noting that there may be local data sets for which a model is
not created (because of the characteristics within the data). As a consequence,
there may be less models than local data sets. For simplicity, however, in Fig. 2
it is assumed that to all n local data sets (Dy, ..., D,,) there is a respective
decision tree model (M, ..., My,).

The performance of each model is determined by an evaluation function
O(M;). All models should be evaluated using the same experimental set-up and
evaluation function.

3.2 Models grouping

In the second process the models are gathered into groups. Although this can be
done according to any criteria it is important to make the distinction between
two cases of grouping:
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x > xl: T
x <= x1
.y >yl

s x> x2: F
X <= x2: T

y <=yl
2 s X > x3: T
x <= x3
.y > y2: F
y <= y2: T

Fig. 3. Graphical and textual representation of a decision tree model

— domain-knowledge in which models are grouped together according to meta-
information of the local data sets (e.g. different locations belonging to the
same geographical area);

— data-driven in which models are grouped together according the character-
istics of the models themselves (e.g. measures over the variables used).

Hall, Chawla and Bowyer [12] and Bursteinas and Long [2] do not address
the issue of grouping which suggests that the models are all merged in sequence.
Andrzejak, Langner and Zabala [3] define a k parameter to study the impact
of increasing the number of groups. Each group always has the same number
of models, with £ = 1 being the baseline case. Strecht, Moreira and Soares [4]
perform experiments grouping models relating to courses by ten scientific areas
(domain-knowledge grouping), by the number of variables and importance of
variable (data-driven grouping). The latter by clustering models (with k-means
algorithm) using the C5.0 algorithm measure of importance of variable I,, which
relates to the percentage of examples tested in a node by that variable in relation
to all examples. Finally, a baseline case (similar to the other researchers) was
included by forming only one group containing all models.

In Fig. 2, for illustrative purposes, M,, and M, belong to the first group (G1)
while M,,_1 and M are placed in the last (Gy) by some arbitrary criterion.

3.3 Models merging

In the third process the models in each group (or all in sequence if no grouping
is performed) are merged together yielding the group model, according to the
experimental set-up presented in Fig. 4.

A requirement for this process is that each model must be represented as a
set of decision rules. This takes the form of a decision table, in which each row is
a decision rule. Therefore, the first (M;) and second (Ms) models are converted
to decision tables and merged, yielding the {21 model, also in decision table form.
Then the third model (M3) is also converted to a decision table and is merged
with (21 model yielding the {25 model. This process is replicated to all models in
the group. The last merged model 2,,_; is converted to decision tree (renamed
as group model). Each one of these sub-processes and its tasks are detailed next.
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Convert to

decision table

Fig. 4. Experimental set-up to merge all models in a group

Conversion to Decision Table. In the first sub-process, a decision tree is
transformed to a set of rules. Each path from the root to the leaves creates
a rule with a set of possible values for variables and a class. These have been
called “rules set” by Hall, Chawla and Bowyer [12], “hypercubes” by Bursteinas
and Long [2], “sets of iso-parallel boxes” by Andrzejak, Langner and Zabala [3],
or “decision regions” by Strecht, Moreira and Soares [4]. All these designations
arise from the fact that a variable can be considered as a dimension axis in a
multi-dimensional space. The set of values (nominal or numerical) is the domain
for each dimension and each rule defines a region. It is worth noting that all
rules lead to regions that do not overlap and together cover the entire multi-
dimensional space.

A decision table is the linearisation of a decision tree, being an alternative
way of representing it. Fig. 5, in the left, extends the example of Fig. 3 which now
includes a two-dimensional space and the corresponding projections as decision

regions (R1, ..., R6). In the right, these are listed in a decision table with
columns specifying the class assigned to each region and the set of values of each
variable.

; Variables

Region | Class

R1 D | [0,x1) [0,

R2 [x7,%2) | [0, )

R3 [x2,%,1 | [0,)

¥3 R4 [x1,%3) | [v1.33]
4 RS x3, %41 | 1,35
R R6 0 [x3,x,1|[;,33]

Fig. 5. Converting a Decision Tree to Decision Table

Strecht, Moreira and Soares [4] included an extra column referring to the
weight of a region, which specifies the proportion of examples used by C5.0
to create a region relative to the local data set. In the implementation of the
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algorithm that was used, this information is included in each branch of the
textual representation of decision trees. The weight is, therefore, a measure of
region importance. It is used during the merging process as a strategy to avoid
very complex merged models. This is done by only keeping in the merged model
the most important regions, i.e., the ones created by a larger number of examples
in the original models.

Merge Models. In the second sub-process, two models are merged together
which encompasses three sequential tasks. These have been given different desig-
nations in the literature. Fig. 6 presents them using Strecht, Moreira and Soares
[4] terminology of intersection, filtering and reduction, described next.

[}

M] : i i :
Intersection S N iy ><>“1”-”-'!”-‘?> BN pogyction BN
B intersection g fileing | : - G-~ ]

Intersected

1 mogel

: model Merged model
M AllTegions
9 are disjoint & » Models are not mergeable

Fig. 6. Sub-process of merging two models

Intersection is a task to combine the regions of two models using a specific
method to extract the common components of both, presented in decision table
form. The output is the intersected model also in decision table form. The set
of values of each region on each model are compared to discover common sets
of values across each variable (mapped as a dimension in a multi-dimensional
space). The intersection of values of each variable from each pair of regions may
have the following outcomes:

— If there are common values, then these are assigned to that variable in the
merged region;

— If there are no common values, then they are considered disjoint regions,
regardless of other variables in which the intersection set may not be empty.

In Hall, Chawla and Bowyer [12] and Strecht, Moreira and Soares [4] ap-
proaches, all regions of both models are compared with each other. Bursteinas
and Long [2] have a similar method but separate disjoint from overlapping re-
gions. Andrzejak, Langner and Zabala [3] call this operation “unification” and
propose a line sweep algorithm to avoid comparing every region of each model. It
is commonly based on sorting the limits of each region and then analysing where
merging can be done. However, this method only applies to numerical variables.

The class to assign to the merged region is straightforward if the pair of re-
gions have the same class, otherwise the class conflict problem arises. Andrzejak,
Langner and Zabala [3] propose three strategies to address this problem. The
first assigns the class with the greatest confidence, the second, the one with the
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greater probability and a third strategy, which is the more complex, involves
more passes over the data. Hall, Chawla and Bowyer [12] explore the issue in
greater detail and propose further strategies, e.g., comparing distances to the
boundaries of the variables. However, this approach seems suitable only for nu-
merical variables. Bursteinas and Long [2] use a different strategy by retraining
the model with examples for the conflicting class region. If no conflict arises,
that class is assigned, otherwise the region is removed from the merged model.
Strecht, Moreira and Soares [4] use the weight associated with each region to
decide which is the class to be assigned to the merged region. They study both
the impact of choosing the class of the region that has the maximum weight and
the minimum weight.

Filtering is a task to remove disjoint regions from the intersected merged
model yielding the filtered merged model. Andrzejak, Langner and Zabala [3]
call this operation “pruning” and developed a ranking system retaining only the
regions with the highest relative volume and number of training examples. Hall,
Chawla and Bowyer [12] only carry out this phase to eliminate redundant rules
created during the removal of class conflicts. Bursteinas and Long [2] mention
the phase but do not provide details on how it is performed. Strecht, Moreira
and Soares [4] addresses the issue by removing disjoint regions, recalculating the
weight of the remaining ones and highlighting the cases where models are not
mergeable if all regions are disjoint.

Reduction is a task to limit the number of regions in the filtered merged
model, to obtain a simpler model. The regions are examined to find out which can
be joined into one. This is possible when a set of regions have the same class and
all variables have equal values except for one. In the case of nominal variables,
reduction consists on the union of values of that variable from all regions. In the
case of numerical variables, reduction is performed if the intervals are contiguous.
Another consequence of the reduction is that there may exist variables with the
same value in all decision regions. The columns for these variables are removed
from the table. Both Strecht, Moreira and Soares [4] and Andrzejak, Langner
and Zabala [3] perform this operation. It is not mentioned in the researches of
Bursteinas and Long [2] and Hall, Chawla and Bowyer [12].

Conversion to decision tree. In the third sub-process, the last merged model
of the group (£2,-_1), in decision table form, is converted to the decision tree
representation. Andrzejak, Langner and Zabala [3] attempt to mimic the C4.5
algorithm using the values in the regions as examples. One problem with this
method is that it is necessary to divide one region in two to perform the split-
ting, which increases their number, thus making the model more complex. Hall,
Chawla and Bowyer [12] do not perform this phase and the merged model is
represented as the set of regions. Bursteinas and Long [2] claim to grow a tree
but do not describe the method. Strecht, Moreira and Soares [4] grow a tree of
the merged model by generating examples provided from each of the decision
regions and submitting them as learning examples to the same algorithm used
to create the initial models (taking into account the region weights if desired).
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3.4 Group models evaluation results

In the fourth process the group models are evaluated using the same evaluation
function used to evaluate the original models. Each research evaluates the group
models differently. Hall, Chawla and Bowyer [12, 13] compare the accuracy of the
merged model with a baseline model trained with all examples. They observed a
slight improvement (about 1%) by using the merged model. Andrzejak, Langner
and Zabala [3] also use the same baseline case and then compare its accuracy on
increasing the number of groups. They observe that creating up to sixteen groups
is the limit where the quality of predictions of the merged model still provides a
good approximation to the baseline case. Bursteinas and Long [2] compare the
classification accuracy of the test set for the combined tree claiming it to be
similar to the accuracy generated with the tree induced on the monolithic data
set. Strecht, Moreira and Soares [4] method for evaluation is the most different
in the literature. As F'1 was used as evaluation function in each model, AF'1
is defined as the gain in the predictive performance by using the group model
instead of the original model in relation to each local data set. Also, a merging
score is defined as the number of models that is possible to merge divided by
the number of models in a group. They observed that, merging groups across
scientific areas yields, in average, an improvement of 3% in prediction quality.

4 Conclusions

The approach of merging models by combining decision rules is the most often
found in the literature. However, being specific to each research, it still lacked
a general domain-free specification as the one presented in this paper. There is
also the lack of a general terminology for concepts that this paper can partially
fulfill.

Grouping models is open for further exploration as it is only tackled by two
researches. An important issue that is yet to be investigated is the merge order
of models within a group. The merging operation is not commutative, therefore
it is of great interest that this aspect should be studied in future research as well
as its impact in improving the predictive quality. The process of merging models
in a group presents great variations in how it is implemented in the literature.
While all agree that the most suitable representation to merge models is working
with decision tables (although under different designations), the combination of
decision rules algorithm (the core of the whole process) is where the major dif-
ferences are found. The main problem to deal with is class conflict in overlapping
rules that has no consensual approach. Efforts to simplify the resulting merged
model are always included mainly by attempting to reduce the number of deci-
sion rules. The final sub-process of growing a decision tree representation of the
merged model also presents challenges and should be further explored in future
research. There is still no consistent way to assess the quality of the merged
models or which are the best evaluation measures and experimental set-ups. It
is also notable the absence of a common baseline case to be used in any study
and help comparison of results.
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Finally, existing research shows that merging decision trees, despite being

an emerging topic, offers interesting prospects which can make it an exciting
research area to be further explored on theoretic and application perspectives.
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Abstract. The increase of information available in the form of text, led
to the need of extensive research in the area of text summarization. Ear-
ly the researches in this area started with single document summariza-
tion and drove towards multi document summarization. We present
here a comparative review of the recent progress in the field of multi
document summarization. The strengths and weaknesses of the tech-
niques used in the recent researches are highlighted. The state of the art
including methods and algorithms on multi document summarization is
outlined and discussed. Finally some open research issues are identi-
fied.

Keywords: Multi Document summarization, Extraction, Abstrac-
tion, Approaches.

1 Introduction

One of the major problems being addressed in computer science and informatics from
past few years is Big data. A considerable part of the Big data is text oriented. For
example Social media, blogs, emails, comments, reviews, news wires etc. The major
concerns associated with this information overload are the unlimited text for humans
to read or analyze and the limited storage capacity for machines. The present era with
huge amounts of unstructured data raises the need for extensive research in the area of
text summarization. With the advent of Web 2.0, the Big data would get bigger which
implies a strong need for text summarization.

Text Summarization can be seen as an automatic system that makes a précis of
text from a single or multiple documents while maintaining the information, meaning,
significance and the order of events in the original text. [39] States that, “Text sum-
marization is the process of distilling the most important information from a source
(or sources) to produce an abridged version for a particular user or task.”
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Multi document summarization (MDS) is the task of producing a concise and
fluent summary to deliver the major information for a given document set. Multi-
document summaries can be used for users to quickly browse document collections,
and it has been shown that multi-document summaries can be helpful in information
retrieval systems [1].

The summarization task is mainly divided into two categories, extractive summa-
rization and abstractive summarization. Extractive methods work by selecting a sub-
set of existing words, phrases, or sentences in the original text to form the summary
assuming that these sentences convey the meaning of the whole text. Extraction based
summaries produce much less accuracy compared to human made summaries. These
methods are easier to apply compared to abstraction based summaries. Abstraction
based methods create a compressed version of text conveying the summarized mean-
ing of the original text. Abstractive methods build an internal semantic representation
and then use natural language generation techniques to create a summary that is closer
to what a human might generate. Such a summary might contain words not explicitly
present in the original text [2].

The main goal of this paper is then to overview text summarization different ap-
proaches and extract some useful conclusions about them. The rest of the paper is
organized as follows: Section 2 outlines the state of the art in text summarization.
Section 3 classifies text summaries into different types. Section 4 identifies different
approaches followed in previous researches. Section 5 compares the most recent re-
searches in the field. Section 6 presents concluding remarks and scope for future
work.

2 State of the Art

Early approaches to text summarization began with the work of [3] in 1950°s. Many
approaches have been addressed and many methods have been evaluated since then.
Recent approaches used statistical methods such as word frequency, TF-IDF weight-
ing like Sum-Basic [4] [5], sentence position, title relation, and cue-phrases etc. Other
approaches take account of semantic associations between words and combine them
with those shallow features in the process of sentence similarity. Examples of such
approaches are, among others, latent semantic analysis [6], topic signatures [7] and
sentence clustering [8].

In recent years, multi-document summarization research has shown increased in-
terest in graph-based approaches [9] [10] [11] [12] [13] [14] and Bayesian topic
model based approaches [15] using two-tiered topic model (TTM) in [16] with topic
segmentation [17] and topic sum [18]. Others identify the relevance of a sentence by
using bigram pseudo sentences for implementing hybrid statistical sentence-extraction
[19], rhetoric-based MDS [20] and semantic document concept technique [21] for
analyzing grammatical structures in discourses. Recently developed Bayesian collec-
tion models incorporated the concept of latent topics into n-gram language models,
such as the LDA-HMM model integrating topics and syntax [22], structured topic
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model [23], and topical n-grams [24]. [25] Uses the centroids to identify sentences in
each cluster that are central to the topic of the entire cluster.

On the contrary only few works concentrated on abstractive summarization. Like
[37] the author deals with identifying and synthesizing similar elements across related
text from a set of multiple documents using natural language text to text generation
techniques like content selection, paraphrasing rules, temporal ordering. A fully Ab-
stractive Approach to Guided Summarization is presented by [38] using Information
extraction, content selection and generation. Sentence compression [39]. Sentence
fusion [40] or sentence revision [41].

3 Types of Summaries

Based on the research work in the field of text summarization, we discuss here the
following types of summaries that have been generated.

Generic summaries

Generic summarization tries to extract the most general idea from the original docu-
ment set without any specified preference in terms of content. For generic summariza-
tion, a saliency score is usually assigned to each sentence, the sentences are ranked
according to the saliency score, and then the top ranked sentences are selected as the
summary based on the ranking result. Recently, both unsupervised and supervised
methods have been proposed to analyze the information contained in a document set,
and extract highly salient sentences into the summary based on syntactic or statistical
features.

Query-Focused Summaries

Query-focused summarization aims at generating a short summary based on a given
document set and a given query. The generated summary reflects the condensed in-
formation related to the given query within the specified summary length. In query-
focused summarization, the information related to a given topic or query should be
incorporated into summaries, and the sentences suiting the user’s declared infor-
mation need should be extracted. Many methods for generic summarization can be
extended to incorporate the query information.

Update Summaries or incremental summaries

Update summarization is automatically updating summaries as new documents are
added to the existing batch of documents. Generating updated summaries as the new
documents arrive. Most of existing summarization methods work on a batch of docu-
ments and do not consider that documents may arrive in a sequence and the corre-
sponding summaries need to be updated in real time.

Topic Focused Summaries

Topic focused summaries are generated using topic or event based models. A topic
model is a type of top-down approach. It considers the same problem based on seman-
tic associations behind the content. In the Bayesian topic model based approaches,
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similarity is analyzed using advanced methods with respect to probabilistic distribu-
tions of topics [26].

4 Approaches

In order to generate the above types of summaries the approaches followed in the
recent works are listed below.

Feature based approach

One of the most common methods used in text summarization field is the feature
based method. In the process of identifying important sentences, features influencing
the relevance of sentences are determined. Some features that are often considered for
sentence selection are word frequency, title words, cue words, sentence location and
sentence length [27].

Domain-Specific/Ontology based approach

Generally speaking, ontology is often provided by domain experts [28]. Such ontolo-
gy provides answers for the questions concerning what entities exist in the domain
and how such entities can be related within a hierarchy and subdivided according to
similarities and differences among them.

Cognitive based approach

Cognitive psychology is the study of mental processes such as "attention, language
use, memory, perception, problem solving, creativity and thinking." [31] Cognitive
based approach uses human cognitive factors in reading process. The previous re-
searches in this area have mainly used three cognitive processes, i.e. forget process,
recall process and association process for generation of summaries.

Event based approach

Event-based MDS was first proposed by [30], the authors selected sentences based on
relevance for one or more sub-events of the topic at hand. Human judges manually
determined the sub-events of a topic and assigned to each sentence a relevance score
for each sub-event. They show that the algorithm that selects sentences with the high-
est sum of scores over all sub-events produces the most informative summaries.

Discourse based approach

Discourse is an organic structure. Different parts of discourse bear different functions,
and have complex relationships among them. Automatic summarization based on
discourse attempts to analyze the structural features of discourse to identify the main
content of the article. Currently, automatic summarization based on discourse has five
main research topics: rhetorical structure analysis, pragmatic analysis, lexical chain,
relationship map and latent semantic analysis [31].
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5 Comparison of most recent Researches

In this section we present a comparative study of the researches on multi document
text summarization techniques from previous year. Recent researches have concen-
trated on different approaches discussed in the previous section. Table I highlights
the comparative points between those techniques. We have pointed out different types
of summaries generated by using different approaches and methods. We have also
brought out the limitations or improvements suggested for those approaches. Last
column reports on the evaluation results using ROUGE set of metrics.

6 Conclusion and future work

In this paper we have clearly classified text summarization into different types,
following different approaches and using different methods. We have also compared
the most recent researches in the area of MDS. Referring to the work above, we
would say that there are very few works using abstraction while most of the
summaries use extractive approaches. The research work in text summarization is
expanding with the implementation of methods and methodologies from various
fields like cognitive psychology, evolutionary algorithms, discourses etc. By
analyzing the results of the recent research, we found that the works using these fields
have outperformed the previous methods, but are still far from human generated
summaries.

Some limitations in previous research works help us to identify few research
issues in MDS like, problem of sentence ordering, redundancy of sentences, enriching
graphs with semantic relationship between sentences and documents, improving
feature extraction methods, understanding the human way of summarizing, improving
coherence in summaries.

These challenges can be seen as relevant motivation and possible guidelines for
future research topics in the area of MDS.
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Abstract. The aim of this study is to develop a solution for text mining
scientific articles using the R language in the “Knowledge Extraction
and Machine Learning” course. Automatic text summary of papers is a
challenging problem whose approach would allow researchers to browse
large article collections and quickly view highlights and drill down for
details. The proposed solution is based in social network analysis, topic
models and bipartite graph approaches. Our method defines a bipartite
graph between documents and topics built using the Latent Dirichlet
Allocation topic model. The topics are connected to generate a network
of topics, which is converted to bipartite graph, using topics collected in
the same document. Hence, it is revealed to be a very promising technique
for providing insights about summarizing scientific article collections.

Keywords: Text Mining, Topic Model, Topic Network, Systematic Lit-
erature Review

1 Introduction

With the overwhelming amount of textual information presented in scientific
literature, there is a need for effective automated processing that can help sci-
entists to locate, gather and make use of knowledge encoded in literature that is
available electronically. Although a great deal of crucial scientific information is
stored in databases, the most relevant and useful information is still represented
in domain literature.

The literature review process consists of: to locate, appraise, and synthesize
the best-available empirical evidence to answer specific research questions. An
ideal literature search would retrieve all relevant papers for inclusion and exclude
all irrelevant papers. However, previous research have demonstrated a number
of studies that are not fully indexed, as well as a number that are indexed
incorrectly [7,15,8].

The purpose of this paper is to highlight text mining techniques as a sup-
port to identify the relevant literature from a CSV (Comma Separated Value)
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collection searched in different journal repositories. Data set will be analyzed
quantitatively in order to obtain a systematic review literature process involving
the research domain: high performance computing as support to computer aid
diagnostic systems. This research domain is the first author’s scientific field of
interest.

Text Mining is a common process of extracting relevant information using
a set of documents. Text Mining provides basic preprocessing methods, such as
identification, extraction of representative characteristics, and advanced opera-
tions as identifying complex patterns [11,1,5]. Document classification is a task
that consists of assigning a text to one or more categories: the name of its class
of subject, and main topics. This paper only addresses the summarization of
Abstracts. Researchers are interested in the number of times certain keywords
associated with specific content appear in each document.

This paper is organized as follows: in the next section is described a summary
about text classification. The experiments performed using the R code and the
results obtained with the sets of scientific articles considered in the automatic
text summary and text classification, are discussed in Section 3, which is followed
by the concluding remarks in Section 4.

2 Related Work

This section summarizes some achievements on text classification from various
pieces of the literature. In general, text classification is a problem divided into
nine steps. Those steps include data collection, text processing, data division,
feature extraction, feature selection, data representation, classifier training, ap-
plying a classification model, and performance evaluation [12,18].

— Data Collection: In text classification, the first step is collecting data. The
sample data are texts that belong to a limited scientific domain, i.e., “high
performance computing as support to medical image processing” [17]. Each
sample text must be labeled with one or more tags indicating a label to a
certain class.

— Text preprocessing: Actually is preprocessing a trial to improve text classi-
fication by removing worthless information. It may include removal of punc-
tuation, stop words (any prepositions and pronouns), and numbers [18,9]. In
the context of this paper, we consider root extraction and word stemming
as part of the feature extraction step [12], which will be discussed in the
Feature extraction item.

— Data division: Next step divides the data into two parts, training data and
testing data. Based on training data, the classification algorithm will be
trained to produce a classification model. The testing data will be used to
validate the performance of the resulting classification model. There is no
ideal ratio of training data to testing data. The text classification experi-
ments presented have been used 25% for training and 75% for testing. The
classification performance is the average performance of implemented classi-
fication models[19,12].
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— Feature extraction: Texts are characterized by features that: a) are not re-
lated to the content of the text, such as author gender, author name, and
others; and b) reflect the text content, such as lexical items and grammati-
cal categories. Considering single words, the simplest of lexical features, as
a representation feature in text classification has proven effective for a num-
ber of applications. The result of this step is a list of features and their
corresponding frequency in the training data set [18].

— Feature selection: The result of the feature extraction step is a long collection
of features, however, not all of these features are good for classification for
many reasons: first, some classification algorithms are negatively affected
when using many features due to what is called “curse of dimensionality”
next, the over-fitting problem may occur when the classification algorithm is
trained in all features and finally some other features are common in most of
the classes. To solve these problems, many methods were proposed to select
the most representative features for each class in the training data set. In
this paper, the most frequently used methods have been Chi Squared (CHI),
term frequency (TF), document frequency (DF) and their variations. Other
than statistical ranking, features with higher frequency were used. Word
stems are also used as feature selections where words with the same stem
are considered as one feature [19,18,17].

— Data representation: The results obtained from the previous step are rep-
resented in matrix format, and will be used by the classification algorithm.
Usually, the data are in matrix format with n rows and m columns wherein
the columns correspond to the selected feature, and the rows correspond to
the texts in the training data. Weighting methods, such as term frequency
inverse document frequency (TFIDF) and term frequency (TF) are used to
compute the value of each cell in this matrix, which represents the weight of
the feature in the text [9].

— Classifier training: The classification algorithm is trained using the training
matrix that contains the selected features and their corresponding weights
in each text of the training data. Support Vector Machine (SVM) and Naive
Bayes (NB) are the classical machine learning algorithms that have been the
most used in text classification [10,1]. The result is a classification model to
be tested by means of the testing data. The same weighting methods and
the same features extracted from the training data will be used to test the
classification model [16,19].

— Classification model evaluation: Evaluation techniques are assessed to esti-
mate future performance by measures such as accuracy, recall, precision, and
f-measure, and to maximize empirical results [17].
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Table 1. Total of articles searched in journal repositories.

Publication

‘tori .
Repositories Searched Queries HPapers

ACM Portal (?medical image”) and (”high performance comput- 1
ing” or ”parallel computing” or ”parallel program-
ming”)

Engineering Village||((((("medical imag*’) WN KY) AND (("high per- 19
formance comput*”’) WN KY)) OR ((”parallel com-
put*”) WN KY)) OR ((’parallel programm*”) WN
KY)), Journal article only, English only

IEEE Xplore ((medical imag*) AND ((”high performance comput™” 69
OR 7 parallel programm™*”) OR ”parallel comput*”) )
ScienceDirect ”medical image” AND (”high performance comput- 390
ing” OR ”parallel computing” OR ”parallel program-
ming”)[Journals(Computer Science,Engineering)]
Web of Science TOPIC: ("medical imag*’) AND TOPIC: (”high per- 27
formance comput*”) AND TOPIC: (”parallel”)

Total 506

3 Experiments and Discussion

This section describes the infrastructure used to perform the experiments and
also illustrates and discusses the results obtained. Data set* used in experiments
were collected from repositories showed in Table 1, and composed by 7 vari-
ables (id, Title, Journal, Year, Abstract, Keywords and Recommend) and 494
observations (after removing duplicated records).

We are interested in what the characteristics are Abstract that tend to group
the article in a specific topic, and in future work recommend the prioritized
observations based on high scores of topics. The analyzed variable is text data,
the Abstract, and its unstructured data. Unstructured data has variable length,
one observation contains an academic text, it has variable spelling using singular
and plural forms of words, punctuation and other non alphanumeric characters,
and the contents are not predefined to adhere to a set of values - it can be on a
variety of topics [6,3].

To create useful data, unstructured text data should be converted into struc-
tured data for further processing. The preprocessing step, described in Section
3.1, involves extraction of words from the data and removal of punctuation and
spaces, eliminates articles and other words that we are not interested in, re-
places synonyms, plural and other variants of words with a single term and
finally, makes the structured data, which is a table where each word becomes a
variable with a numeric value for each record.

4 Project code and data set is available in https://github.com/carlosalexsander/
ECAC_Project

15* Edition, 2015 - ISBN: 978-972-752-173-9 p.63



Proceedings of the 10"" Doctoral Symposium in Informatics Engineering - DSIE’15

The test infrastructure used was composed of the RStudio development suite,
available to download through the RStudio website . A graphic card GeForce
GT 540 (NVIDIA) with 192 CUDA cores and 2GB of GDRAM was used with
a portable computer equipped with an Intel(R) Core(TM) i7-2630QM 2.0 GHz,
8GB of RAM (DDR3 1333 MHz), Linux Debian Wheezy (64 bits) operating
system.

3.1 Results and Discussion

In the first step, it was necessary to install and load the R package Text Mining
tm to process text documents. Once we have a corpus, the next step was to
modify the documents in it, e.g., making everything lowercase, reducing words
to their stem, removing numbers, removing punctuation, and removing common
English stop-words. All this functionality is named a transformation concept,
illustrated in Fig. 1. In general, all transformation work is done in all elements
of the corpus applying the tm_map function.

toSpace <- content_transformer (function(x,pattern) gsub(pattern, " ", x)) 1
corpus.m <- tm_map(paper.corpus, toSpace, "/|@|\\|") 2
corpus.m <- tm_map(corpus.m, content_transformer(tolower)) 3
corpus.m <- tm_map(corpus.m, removePunctuation) 4
removeUnicode <- function(x) stri_replace_all_regex(x,"[~\x20-\x7E]","") 5
corpus.m <- tm_map(corpus.m, content_transformer(removeUnicode)) 6
corpus.m <- tm_map(corpus.m, removeNumbers) 7
corpus.m <- tm_map(corpus.m, removeWords, stopwords("english")) 8
corpus.m <- tm_map(corpus.m, removeWords, c("using", "used", "propose", "can<9
", "also"))
library(SnowballC) 10
corpus.m <- tm_map(corpus.m, stemDocument, language = "english") 11
corpus.m <- tm_map(corpus.m, stripWhitespace) 12
corpus.dtm <- DocumentTermMatrix(corpus.m, control = list(minWordLength = 3,43
weighting = function(x) weightTFIDF(x, normalize = FALSE)))

Fig. 1. Preprocessing text documents applying function tm_map().

For many methods of text analysis, specifically the so called “bag-of-word”
approaches, we created a common data structure for the corpus (Document
Term Matrix - DTM) [13,17]. This is a matrix in which the rows represent
documents and columns represent terms. The values represent how often each
word occurred in each document. Not all terms are equally informative of the
underlying semantic structures of texts, and some terms are rather useless for
this purpose. We used the term.statistics function, created in order to produce
text statistics, for instance, the most common words in the text, illustrated in
Fig. 2.

For interpretation and computational purposes it is worthwhile to delete some
less useful words from the DTM before fitting a model [14]. We can now filter out

5 http://www.rstudio.com/products/rstudio/download /
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Fig. 2. Most frequented words in corpus represented by wordcloud.

words based on this information, select only the terms with the highest TFIDF
score, and after apply the function removeSparseTerms(DTM, S) to retain the
fewer (but more common) terms. The sparse argument value used was 0.75 to
retain more words for classification than with a smaller sparse value, and those
words were used in dictionary-based approach for term identification. When the
removal of sparse terms function are applied, the number of terms is reduced
from 4851 to 22.

TFIDF, is a numerical statistic which reflects how important a word is to
a document in a collection or corpus. It is often used as a weighting factor in
text mining. The TFIDF value increases proportionally to the number of times
a word appears in the document, but is offset by the frequency of the word in
the corpus, which helps control the fact that some words are generally more
common than others. Variations of the TFIDF weighting scheme are often used
by search engines as a central tool in scoring and ranking a document’s relevance
given a user query[14]. TFIDF can be successfully used for stop-words filtering
in various subject fields including text summary and classification. One of the
simplest ranking functions is computed by summing the TFIDF for each query
term; many more sophisticated ranking functions are variants of this simple
model[10]. The TFIDF formula is:

Frequency(i) * N
df (i) ’

TFIDF(i) = (1)

where df is the frequency of word (i) in all documents, and N is the number of
words in the record/document. An interesting technique to use on a document-
term matrix is the Latent Dirichlet Allocation (LDA) topic modeling. Topic
modeling are statistical methods, essentially used to analyze the words of the
original documents to discover the topics that run through them and how those
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topics are connected to each other [6,2]. Before fitting the topic model, coded in
Fig. 3, it is best to reduce the vocabulary by selecting only informative words.

best.model <- lapply(seq(2, 10, by = 1), function(d){LDA(term.tfidf.df, d)}) 1

best.model.loglLik <- as.data.frame(as.matrix(lapply(best.model, logLik))) 2

best.model.logLik.df <- data.frame(topics=c(2:10), LL = as.numeric(as.matrix<3
(best.model.logLik)))

best.model.loglLik.df.sort <- best.model.logLik.df [order(-best.model.logLik.<—4

df$LL), 1]
best.model.logLik.df.sort 5
ntop <- best.model.logLik.df.sort[1,]$topics 6
lda <- LDA(term.tfidf.df, ntop) 7

Fig. 3. Code to produce a list of likelihood for each model and to optimize the LDA
model.

Weights were used to determine the most efficient way. The treatment is
mathematically straightforward. [16,4,3], The best model fitted is depicted by
the distribution of this likelihood by topic in Fig. 4. The number of topics with
the highest log likelihood is —308886.3 and 10. These topics gave the best fit for
the present data.

A different plot to see the final result is the topic network. It’s created by
multiplying the document-topic matrix transpose with itself by an adjacency
matrix. Fig. 5 shows the topic network, with topic nodes labeled by the three
most probable terms in the corresponding topic distribution. In the context of
this study, we define topic to be a distribution over a fixed vocabulary, i.e. image
topic has words about image with high probability and the image processing
topic has words about image processing with high probability.

4 Conclusions

In this work we studied how to use R language to text mining, and the great
importance of a good preprocessing of the data in order to obtain good quality
results in the text classification step. In general, building a large amount of la-
beled training data for text classification is a labor-intensive and time-consuming
task. That was the main problem during the classifier development, and it is de-
fined as future work. We found that the simplest document representation was
at least as good as representations involving more complicated syntactic and
morphological analysis. Topic networks may be useful in analyzing documents
collections.
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Abstract. Identify Rework on Open Source Software (OSS) projects
is a challenging, complex and still open issue. We believe that in OSS
environment, team members should introduce less rework than volun-
teers, due to their knowledge about the project, but how to characterize
and classify developers’ actions as rework sources? In this paper we pre-
sented a novel approach for classifying commits by analysing data from
open source repositories, named in GitHub. We constructed our classifier
following a data mining methodology and comparing the performance of
three algorithms: Decision Trees, Naive Bayes and K-NN. For testing our
model, we applied data of 3311 commits from the Subversion project. Re-
sults show that K-NN outperforms the others in this task and the model
can predict whether a commit is a rework source or not with 70% of ac-
curacy. Our training data depends much on the relation commits-issues
and and the collecting methodology should be improved. We envisage
to create a more general classification model by using a bigger dataset
including data from many other projects.

Keywords: Rework, Data Mining, Classification, Open Source, OSS,
GitHub

1 Introduction

Software development is facing a big change. Traditionally, companies have teams
that work under a certain budget to achieve milestone objectives. On the other
side, the Open Source Software (OSS) has its importance growing in the last
years and is changing the rules of this game [1]. The Open Source initiative is
based on free code which any other developer can contribute with the project
by free will.

One big problem in this scenario is the work introduced by issues not solved
consistently or bugs created by developers. This work was not planned in project
specification and is called Rework. Rework can be defined as the time and effort
considered in trying to fix some bug or solving an issue that was already consid-
ered solved. It implies big costs because of the incremental nature of software.
Earlier a problem is found, less is the cost to be solved [2].

In OSS software, finding rework sources could help to discover developers’
behavior and create a profile for each of them, making it easy to select the best
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team members or even select those who need help to improve their program-
ming. In fact, it helps to reduce costs, improving the quality of code. Identifying
and reducing rework is fundamental for decreasing the cost of development and
maintenance of the software [2]. Companies are also interested in this because
they could benefit mixing their traditional techniques with ours and reduce even
more their expenses with rework. Traditional development has a much more
controlled environment and guided by project budgets, they have their own pro-
cesses for dealing with rework. In OSS software the main difficulty is the lack of
knowledge about the quality of code coming from different developers with very
different profiles [3]. The impact of rework in OSS software should be studied as
a way to know and compare how open source projects are affected by rework.

In this paper we present a data mining approach to create developers’ profiles
and classify their actions based on the observation of real open source projects
development data. We have created a general model, using well-known algo-
rithms and evaluated their performance to obtain a good prediction.

Using a data mining methodology we have compared several algorithms and
selected the best model for the classification task, expecting to improve the
quality and the reliability of the predictions. We believe that our model can be
a good ally on identifying rework sources in projects and helping developers to
manage new code. This work had three main goals (i) use data mining tools
and methodology to create a working model for classifying real OSS data; (ii)
compare the performance of classification using different algorithms and select
the best model (iii) analyse the model’s predictions and evaluate developers’
profiles in OSS projects.

Analysing a real world project’s source repository is a big challenge, but also
the results are very interesting [4]. Outcomes from our model included the char-
acteristics of the roles members and volunteers and their relation to the creation
of rework. Although the type of developer was very important, we wanted to dis-
cover more about the relation between rework and other features on developer’s
actions. Our results proved to be very surprising. We have found that mem-
bers do also introduce a considerable amount of rework, but volunteers work in
simpler tasks.

The rest of this paper is structured as follows: In Section 2 we present the
Open Source platforms scenario. Section 3 discusses the problem of based on
reviewing the literature introducing rework in software projects and how estab-
lishing a developer profile could help reducing efforts in tackling software bugs.
We also describe the GitHub environment as an example of OSS environment. In
Section 4 we describe the experimental design of our classification model. Section
5 presents the experimental evaluation of the model. We discuss the findings of
this work and point lines of future research in Section 6.

2 Related Work

Open Source Software (OSS) is a trend in software development. Since late 1990,
an uncountable number of projects have grown in this environment proving
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it can be successful and and profitable [5]. Research interest in OSS is very
diversified. In some way, OSS platforms represent a social networking model
between developers and customers, useful information for analysing software
marketing and customers preferences [6]. In other way, people enrolled with
OSS highlight the relationship between the customers as volunteers and the
satisfaction with the product [4]. Big software companies (e.g., Microsoft, Google
GNOME, Linux, etc.) are also focusing OSS projects in the last years motivated
by the collaboration between volunteers and developers, which can reduce costs,
spread the technology and help developing more user-guided tools.

Given its free nature, OSS create a difficulty in managing resources, planning
and delivering projects. As said in [7], resource allocation and budgeting is even
a harder challenge. The cost of the development is an important factor for the
success of a project [7] and here we find the rework cost. As explained in section
1, rework consists on the effort and consequently monetary cost of trying to fix
something that was already considered a closed issue. Rework is, in fact, a big
problem in software engineering, consuming big part of the project budget (40%
up to 70%) [8]. Introducing rework could be explained by human problems in
project management like communication, formation and work conditions [8] and
the Industry believes that great part of rework could be early identified and
avoided, but until now not much attention has been paid in studying rework.

We point out the relation between rework and code quality, measured re-
garding the actions performed by developers, named commits. Commits are the
registries of the work and have the information of all modifications in previous
files and new code related to some issue discussed by the team. Commits pro-
vide us the information about how work was done and that could be used for
predicting if a commit represent or not a rework source.

3 Problem Statement

In a software project, all commits must be indexed by an issue and usually,
software development includes two types of tools for managing this: a SCM
(Software Configuration Management) tool and an Issue Tracker. SCM tools
are responsible for storing all the code produced and all the information about
modifications made in the development process (commits). Issue Trackers are
responsible for project management, storing the issues and their relation with
commits. In Issue Trackers we can see the history of the project and how commits
effectively concludes each activity needed.

Our work was to merge the information in this two sources and analyse the
data of a real project. We choose the GitHub !platform because of its great
importance in OSS environment. Known as the largest open source community,
GitHub is one of the most important code hosting sites and has a successful
social component useful for analysing developers’ behavior [9,10]. Based on the
Git version control system, GitHub hosts all kinds of open source projects, with

! GitHub.com
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different sizes and programming languages. Big companies have a very important
place in GitHub as they carry large projects and high numbers in the platform.

We have selected the Apache Subversion (SVN) ? project by its relevance
and importance in GitHub platform. A software versioning and revision control
system distributed as free software under the Apache License. Recognized as the
sole leader in the Standalone SCM category, Subversion has in GitHub about
50000 commits divided into 768 branchs and 238 defined milestones. Fifteen
developers are considered members of the actual development team and the
average development productivity in Subversion is about 300 commits and 140
files modified by 8000 lines of code per month. Subversion also uses the Tigris®
platform as the Issue Tracker system and have five types of issues: DEFECT,
CLOSED, NEW, REOPENED, and STARTED, in a total of approximate 2690
activities. This system provides us the information regarding which commits are
related to these issues and their committers.

4 Model and Experimental Setup

In order to analyse Subversion, we have prepared an experimental setup which
include gathering the data in GitHub and Tigris, perform some queries to join
and prepare this information, a statistical analysis about the content in hands
and selection of the relevant features for our model. Finally we created our best
classification model comparing a range of classification algorithms and parameter
refinement. We evaluated the performance with each algorithm tested. In our
data we found some commits that clearly have indicated rework and others that
not. Our work was then to train the model with the first set and test it with
the unlabeled data. Our main task was the classification of commits as rework
sources or not, according to the information about the developer’s activity.

4.1 Data Gathering

The data mining activity started by collecting the data. Two very helpful tools
were used in this job: CVSAnaly and BICHO. These tools are part of the Met-
ricsGrimoire project and fundamental for the OSS research in FLOSSMetrics
project ¢. The tools operate similarly: given a project URL they make auto-
matically all the process of crawling the repository and collecting available (and
public) data. Then a SLQ relational database was created mapping the relation
between the content properties in tables.

With the tools we have collected around 100350 commits, comprehended
between July, 2007 and December 2014. There were 33 developers enrolled with
the project (committing) in this period, 15 labeled as members. The original
data description gathered is listed on Table 1.

2 Apache Subversion - https://subversion.apache.org/
3 Subversion Tigris - http://subversion.tigris.org/
4 FLOSSMetrics Consortium. (2012)
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Table 1. Data description - Data originally gathered

Variable Type Value [Sample

commit _id id integer|189

type atribute [text M

file_id atribute |integer|3

file__name attribute|[text main.py

file path attribute|[text branches/remove-log-addressing /subversion
file parent id |attribute|text 4

revision atribute |integer|100978

date attribute|date [2014-07-01 04:38:02

code attribute|text yes

message attribute|text Follow-up to r1639319: Fix file object lifetime.,*
committer id attribut |[integer|16

committer name|attribute|text stefan.fuhrmann

member attribute|text no

rework target text |yes/no/?

The main item here is a commit, referenced by the commit-id identifier and
composed by the id of the developer, its type (member or not), date, revision
etc. The field type comes for the type of commit, mapped by CVSAnaly as one
of the types: A) ADDITION - file added; D) DELETION - file deleted; M)
MODIFIED - file modified and C) COPY - file copied

In this stage we also gathered the information about the issue, namely search-
ing from the commit-id in the issues table and collecting the type of activity.
We created a rework column that is used as the label column. When the type of
the issue is DEFECT or REOPENED we automatically find the correspondent
commit-id responsible for the error and set the rework as true. In the other cases
it is set false.

We ran a few statistical analysis on RapidMiner to evaluate the information
collected. Figure 1 offers the distribution of the commits between all commit-
ters, an interesting behavior that shows how developers contribute. Figure 2
in other hand shows the distribution of the commits by type of commit. We
clearly conclude that the action "M" is the most common as it represents code

submission.
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Fig. 1. Distribution of the commits by = Fig. 2. Commits per type: A) add; D)
developers delete; C) copy; M) modify
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We highlight that a great number of commits in the table was not referenced
by an issue. In our analysis, only about 35000 of the 100350 commits (near
34%) could be labeled with this approach. This is an important factor for our
study, since it means we have a large set of unlabeled data for testing and a
correspondent training set (labeled) not so big.

4.2 Data preparation

Using the RapidMiner ® framework, the next step in the process was conduced.
The statistical data analysis implied that not all information contained in the
tables was very relevant to our study, and other needed to be prepared. Figure
3 highlights that revision, date, file-path, file-parent-id, committer-name and
message seems to have no strong correlation with the rework cases. Although
still in Figure 3 we clearly see that the type of the developer was a good property
for this. Thinking about the semantics of the rework, and the statistical analysis,
the most important features were selected: type of developer, type of modification
and number of files affected by one commit. In fact, this information was not
present in our initial data, but is a result of counting the files affected by the
same commit.

commit_id files files
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Fig. 3. Statistical visualization of the features

Regarding to data cleansing, we have found some inconsistent commits that
were removed. Some had incomplete fields (the tools used do not make all fields
mandatory and we encountered many null values that could induce an error in
our evaluation), others were identified as merge commits (a commit that make

® https://rapidminer.com/
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the new code available as the official working branch) and were not referenced
by activities. There were few outliers identified and we believe that this could
be explained by a previous filter in the gathering tools. To solve this situation
we have created some basic SQL scripts that filter the undesirable behavior.

Here, our working dataset was consisting in 3311 commits, resulting from
the data preparation. We divided it into two subsets: training (containing all
labeled samples) consisting of 1490 samples and test (unlabeled) consisting of
1821 samples. We used the training subset for all modelling activities and the
test subset for the final evaluation of the model.

4.3 Modeling

In this section, we present the creation of the prediction. More than creating a
simple model, we wanted to compare how different algorithms could impact on
the results and the knowledge over the data. Using RapidMiner, we’ve chosen
three well-known algorithms for the prediction task: Decision Trees, Naive Bayes
and K-NN. These are powerful yet simple mechanisms used in data mining for
classification. Moreover, the chosen algorithms needed to be flexible on param-
eter types and resilient enough for the size and complexity of our dataset. For
all three algorithms we have followed the same methodology for improving the
model and check performance.

We have started with a simple algorithm model in RapidMiner and applied it
to our training set. This implementation gave us a first look at the computed data
and a comparative output for improving the performance. The main problem of
this approach was that it lacked a training mechanism and could be biased by
the distribution of the data. The following approach was improve it by using
a 70-30 split mechanism. We sampled the training set using stratified sampling
and added a performance validation tool in order to compare results and refine
parameters. The final configuration results on different approaches for training,
were: Bootstrap, Split-Validation, Cross-Validation and Holdout.

Decision Trees We have first applied the above methodology to the Decision
Trees algorithm. We have chosen this first because of the meaning of its results.
The algorithm creates a representation of the tree that is the model learned.
With Figure 4 we observed the resulting model as the tree output. We could
see that our first hypothesis was someway correct as decision weight was heavier
on the number of files, membership and type of modification. As we thought,
a commit that alters a big number of files have higher probability to introduce
rework. Equally, we observed that a commit changing files tends to introduce
more rework than a commit removing or adding files, as the last operations were
not too frequent as the first.

Following our strategy, we have implemented the other configurations. We
have tried different parameter settings and verified that the best setup is accu-
racy as the parameter criterion and maximal depth 6. Table 2 show the perfor-
mance evaluation for each configuration. We observed that the results were not
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Fig. 4. Decision Tree resulting model

so divergent, which could be a sign that our data represents well the big picture
of the project repositories or it that this data do not allow great improvement.

Naive Bayes Differently from Decision Trees, Naive Bayes is a simple prob-
abilistic classifier based on applying Bayes’ theorem with strong (naive) inde-
pendence assumptions between the features. As made with Decision Trees, we
have create a simple model and then tried different configurations with Naive
Bayes. Table 2 shows the performances of the this algorithm, when applied to
our training set and compared to the previous.

K-NN Finally, we have tested the K-NN algorithm. The k-Nearest Nearest
Neighbors algorithm is a non-parametric method used for classification and re-
gression that consists in searching the belongings of a sample by consulting the
weights of it K-nearest neighbors. We used parameter k = 2 with weighted vote
and Mixed Euclidean Distance. Back in Table 2 we could observe that this al-
gorithm clearly outperformed the others.

4.4 Performance and Final Model

In data mining, evaluating performance is very important to verify if our pre-
dictions are as good as we want to. Performance is the measure of the correct
predictions compared to the errors. Our model was based on identifying com-
mits as rework-sources (or not). We have a true positive when we identify a
rework-source as such; not identifying it as so causes a false negative.

From the relationship of these values we inferred how good our classifica-
tion was using several standard metrics. In our work we used the most relevant
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Table 2. Performance evaluation for different setups and different algorithms

[ Strategy [Accuracy (%)[Recall (%)[Precision (%)|

Decision Trees
Simple Model 69.80 0.22 100
Bootstrap 69.73 0.44 100
Split Validation 69.80 0.22 100
Cross Validation 69.80 0.22 100
Holdout 69.87 0.44 100
Naive Bayes
Simple Model 70.00 0.44 61.11
Bootstrap 70.00 0.68 60.30
Split Validation 70.00 0.55 100
Cross Validation 70.20 1.48 100
Holdout 70.00 1.71 61.49
K-NN

Simple Model 75.70 5.19 33.89
Bootstrap 78.52 5.48 36.64
Split Validation 75.70 5.19 31.89
Cross Validation 75.70 5.19 37.34
Holdout 73.83 1.41 100

ones: precision, recall, and accuracy. These values depend on the threshold value
obtained using a ROC curve. Figure 5 offers the ROC curves for the three al-
gorithms of the setup. The best threshold depends on the algorithm and by
our analysis we inferred that for Decision Trees is 0.42, and for the other two
algorithms is 0.5.
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Fig.5. ROC curve comparison for the threshold
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In our problem, accuracy was our main performance metric used to select the
best model, our final configuration for the classifier. Accuracy was calculated as
seen in Equation 1

tp +tn

tp+tn+fp+fn (1)

Accuracy =

and provided a measure to determine the quality of the classification crite-

ria. We have finalized this modeling stage by selecting the K-NN classifier with
Bootstraping validation as our final model setup.

5 Empirical Evaluation

We have seen how the final classifier model was created and selected, altogether
with the comparison of different algorithms using RapidMiner. But as said in
section 4.1, the training subset corresponded to 34% of the total number of
commits and the other 66% of the data was called test subset. This was the data
we wanted to classify. We wanted to apply our model to this data and check the
knowledge that extracted from it. Our ultimate goal was to verify if there were
significant developer profiles with different behavior concerning the introduction
of rework in OSS code.

Table 3. Payoff Matrix for the model

True yes|True no|Class Precision
Pred. yes 1582 3347 32.10%
Pred. no 1788 4295 70.61%

Class Recall| 46.94% | 56.20%

Table 3 shows the training payoff table for the model. The results were ob-
tained applying the classifier to the unlabeled data and condensed in Figure 6.
At total, 1821 commits were classified and 494 were predicted to be rework-
sources, corresponding to a 27% of the total. Considering that our prediction
was realistic, this is a very interesting result. It confirms that rework exists in
this environment and seems to achieve the 30%-40% of cost estimated by the
industry [8].

Manipulating the data we queried other relevant information. We have dis-
covered that in the total of 494 problematic commits (possible rework sources),
200 (40%) would be introduced by members and 294 (60%) would be in hands
of volunteers. From the point of view of the type of rework, 483 (98%) would be
in coding activities, facing 11 (2%) in other kinds.

We have found that volunteers introduced more rework in project than mem-
bers, corroborating the hypothesis that they may not know much about the code
specificity. But it is interesting that members of the team introduced a remark-
able quantity of rework also. In fact, this is mostly related to the complexity of
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Fig. 6. Results of prediction on unlabeled data

the activity, as members usually have commits with high number of file modi-
fications. Volunteers seemed to choose simpler issues, in which they have lower
probabilities to introduce rework. 20 of the 33 developers (60%) introduced re-
work, and the distribution of the problematic commits is normalized.

The results have shown a clearly coexistence of two profiles of developers by
analysing the classification of the commits. We attribute this profile distribution
into two distinct roles of developers: (i) regular developers which, members or
not, have probability of introducing bugs or other rework in the project and (ii)
leader developers, expert in programming techniques with a very good knowledge
about the code.

6 Conclusions and Future Work

Rework is a common problem in Software Engineering and some questions about
it are open opportunities of research. This work presented a novel approach for
the rework problem. Based on data mining we have created a model that can
classify developers’ actions and predict if they will lead to rework. Moreover,
our model could give some precious information about developers’ behavior and
associate profiles.

The model was developed following a data mining methodology and in the
process we have illustrated all the stages from data preparation to performance
comparison. Three different algorithms were compared, named Decision Trees,
Naive Bayes and K-NN. The results show that the Decision Tree algorithm is a
very good way to understand the process, but the best algorithm in our case was
K-NN. It outperformed the others in terms of accuracy, recall and precision.

Although volunteers introduced more rework than members confirming our
expectations, results have shown that members also presented this behavior. We
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have discovered that volunteers usually chose to contribute with more punctual
activities, with low impact on the source code. Regarding the classification of
commits, we have observed that the most important features for the classification
were the number of files affected, the type of action and the role of the developer.
Other features such the management of the rework inside project’s versions and
the impact of the contribution of volunteers in many projects at the same time
are beyond the scope of our model.

We consider this work a first attempt to tackle the problem of calculating
rework on OSS and to analyse the characteristics and impact of developers in
open development. We expect to expand this study in three main ways 1) creat-
ing a more general model that applies to all open source repositories and have
a better tunneled parameters; 2) managing to develop new algorithms and com-
bined strategies for multi-label classification; 3) integrating this approach in an
online tool that could help developers at the moment of merging code.
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Abstract Nowadays are emerging increasingly natural interaction
devices, which use human body as a natural way of interacting with
applications. To correctly interact with natural interfaces, also named
NUI, there is a need to improve the recognition and performance
evaluation of different gestures simultaneously in order to identify
which configurations between gestures and settings best fit to get a
greater efficiency on their recognition. The evaluation was performed
based on real gestural attempts with two participants. Finally, the
application got a gesture recognition average rate of 86.1% using only
the minimum resources provided by the LeapMotion device.

Keywords: Natural User Interface, LeapMotion, Gesture
Recognition

1 Introduction

The increasing interest for new interaction paradigms, combined with new
emerging technologies, are originating new Natural User Interface (NUI) devices
on the market.

Recent devices are aiming to bridge some existing limitations on human-machine
interaction through gestures performed with hands, fingers and drawing tools. This
kind of devices, such as LeapMotion, which will be described in the next section,
are interesting to enthusiastic public and all community due to its simplicity,
efficiency and numerous areas where it can be applied. As gestures have distinct
characteristics, such as the way and even how fast movements are performed.

On work produced by Sharad Vikram, Lei Li and Stuart Russel [1] authors
present an interface of online recognition, of gestures using NUI interaction,
performing a very precise interpretation which makes it ideal to drawn words in
real-time.
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Over time are appearing different techniques associated to Human-Computer-
Interaction, based on computational real-time vision, as described by Eshed Ohn-
Bar and Mohan Manubhai [2]. They propose a robust system based on natural
interaction, to recognize signs in real-time inside a vehicle. These devices used
inside vehicles enable a decrease of driver visual charge, driving mistakes and have
a high level of adaptation and usability by users.

This paper is organized in the following way: in sections 2 and 3 some NUI
devices will be presented. They are equivalent to LeapMotion, but their functioning
rely on different available technologies. In section 4 all work done and technical
details, about it, will be described. In section 5 all evaluations related to this project
will be presented. Finally, on sections 6 and 7, this paper will be concluded and
presented some perspectives about future work are discussed.

2 LeapMotion

LeapMotion company was founded in 2010 by Michael Buckwald and David Holz.
Working at nearly 300 frames per second, this device (Figure 1) has the capacity to
collect hands movements simultaneously, with precision higher than 0.0 1mm [3].

Figure 1 — LeapMotion device [7].

2.1 Hardware

This device consists of 2 Infrared (IR) monochrome cameras and 3 IR LEDs. As
Microsoft Kinect LED, they project a pattern of points along the area which will be
captured by IR cameras, collect all data and transferring it to the software layer for
analysis purposes. This software uses received data and generate a representation of
mapped data, in a three dimensional space to compare with bi-dimensional frames
and submit this bi-dimensional images, to an algorithm of edges detection [4].

In order to optimize interaction performance, process of transfer information
over USB cable is submitted to a compression process in order to remove
background light and unduly added noise. After that, three-dimensional data
collected by IR sensors will be analysed and reconstructed for representation.
Finally, to transfer information to LeapMotion API, an algorithm of tracking,
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looking for information about hands, fingers and tools representing them on three-
dimensional and transferring this data into API layer responsible for communicate
with high level software [5].

The biggest challenge of LeapMotion team still be the residual latency. This
problem is related with captured images, at a moment that will suffer delay and will
only show these images some milliseconds after the movement has completed.

The better way to minimize this problem and improve processor response time
should consider the follow settings [6]:

e Use USB3.0 cable to higher transfer rate;
e  Use monitor with short response time;
e Initiate LeapMotion in ‘High-Speed’ mode.

2.2 Technical Details

The device LeapMotion, has 3 different operating modes presented on graphic
(Graphic 1): ‘High-Speed’, 'Balanced’ e ‘Precision’:

e The method ‘High-Speed’ is suitable for scanning fast movements. This
mode increases a resolution of IR sensors, making them quadruple the
number of captured images per second of data collection of movements.

e Next mode is ‘Precision’ mode, with this it is possible to decrease frame
rate to 40% doing it lower than the normal value, without need to decrease
resolution. It is ideal for capture of small movement variations.

o Finally, with ‘Balanced’ mode, it tries to reconcile recognition features as
quickly and accurately, adapting referred modes in just one, balancing the
resolution bandwidth and computational charge with the value of the frame
rate.

Tracking Framerate

T
F musz
g
H

) -
°

Graphic 1 - Frame rates and operationing modes of LeapMotion using USB cables
2.0 and 3.0 [5].

One feature which should be considered is about data acquisition and what kind
of cable used and processing capacity of used machine.

With USB cable 3.0, it is possible to transfer a higher data frame rate comparing
with it is predecessor USB2.0. However, with this cable 3.0 which ensure higher
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transfer of data needs a high computer capacity to be able to process all received
data, and use this higher amount of information to reduce of movements delay.

2.3 Planes of Interaction

To detect touch in deepness over a tri-dimensional interaction zone, 3 zones of
detection are automatically defined (Figure 2). These 3 plans, represented with
different colors, are bounding different zones of interaction.

InteractionBox

Figure 2 — Interaction zones to detecting touch on the areas.

With a selected object to interact with those zones and going forward over the
interaction box, our object will find the following plans: ‘None’(green),
‘Hovering’(yellow) and ‘Touching’(red) on (Figure 2). Starting at user position and
entering into interaction box bounds, the first interaction zone is called ‘None’
bounded between 130 and 280 mm and is used to navigate over this bi-dimensional
zone. Interaction zone ‘Hovering’ is between 70 and 130 mm is here where object
navigator would be positioned over bi-dimensional coordinate which will be
clicked. Last interaction zone is called ‘Touching’ settled between -100 and 70 mm
and is used to seal action of touch in a coordinate selected on previous zone
‘Hovering’.

2.4 Software

LeapMotion SDK is supported by Windows, Macintosh and Linux operating
systems. First version of this SDK, offers applications to test as well as functions to
calibrate device to required settings [8]. The second version of this SDK already
exists on experimental version [9] which includes as main improvements the
capability to represent all structure of a hands articulations simultaneously, more
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robustness to interference originated by sunlight and the implementation of new
gestures such as pinch and grab objects [10].

3 Application Development

The scope of this project is intended to develop an evaluation application developed
on .Net Framework 4, named Leap Tester composed by two interfaces to evaluate
individual and a group of gestures, giving two types of analysis and evaluations. On
first stage was started an individual analysis of each gesture type and some of their
parameters. On second stage, was focus on a general evaluation of all gestures
simultaneously, using better results of previous stage in order to get better results.

For each move, were implemented functions which instantiate device commands
which could be integrated with different applications to associate this gesture
command with different kinds of functions. We selected four types of gestures
available with LeapMotion library, which use only one hand, right or left and create
two new gestures one of them use two hands and the other with one hand right or
left. The last ones were created to measure the recognition accuracy of gestures with
greater movement amplitudes. Each function was associated with a device library
gesture distinct type. So CLEAN move instance SWIPE command, CLICK
DISPLAY is associated with SCREENTAP command, CIRCULAR move to both
sides, right and left, are associated to CIRCLE command, at last CLICK function
are related to KEYTAP command. The new type gestures implemented were
APPROACH TWO HANDS and FIVE FINGERS.

3.1 Gestures Implementation

Of all recognizable signs embedded on LeapMotion library were modified the
nature of SWIPE and CIRCULAR gestures in order to check their performance
using different movement configurations (Figure 3).

? F‘\

Figure 3 - a) SWIPE move performed horizontally from right to left. b)
CIRCULAR move in both directions.
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The SWIPE movement could be recognized as vertical or horizontal sliding
move, using index finger of both hands. So to restrict this movement to only accept
horizontal sweeps performed from right to left side. To bound this horizontal move
absolute value of bi-dimensional vector generated by sweep move (1) on X axis
should be bigger than vertically on Y axis. About movement direction, if value of
D, was bigger than 0 so, sign is produced on clockwise, otherwise if value is smaller
than 0 movement is counter-clockwise.

H = |Dy| > || (1)

About CIRCULAR movement, this move allows to do circular moves using both
index fingers and production an circle with minimum radius of 5 mm and minimum
arc length of 1.5 * 7 radians. To identify the way the circular movement was
produced, calculating the angle of normal vector resultant of this move (2). In case
of the angle value being less than 90°, movement was performed clockwise;
otherwise it was performed counter-clockwise.

D-C
IDIFICI]

< ©)

SR

Beyond the referred modifications, new two gestures were implemented, the
APPROACH TWO HANDS and FIVE FINGERS.

While first implementation of APPROACH TWO HANDS was configured to
bound this gesture to be recognized when palm of hands being approached, at a
distance less than 4 cm and vertically between them.

The gesture FIVE FINGERS is acknowledged through approximation of two
hands of sensor in order to detect its fingers. As device don’t know when should
start to detect hand fingers, so when a hand is detected inside the interaction box, is
performed immediately the function of move detection. This becomes inappropriate
when we want the gesture to be submitted to another validation using another
method. Based on this adversity, a function was developed to allow user to insert
the hand inside the box. After inserting the hand a countdown variable is started
performing the recognition of five fingers after elapsed time.

3.2 User Interface

Developed application have two different kind of interfaces to allow participants to
make their experiments. This application is split into two groups (Figure 4):
evaluation interface with gestures parameterization and in other hand, the interface
of test generation with all gestures simultaneously.
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= LeapGestTester

Gesture Parameter Test

Random Gesture Tests

Figure 4 — Selection menu of evaluator.

On first group (Figure 5), user can select any gesture and change their
parameters, generating values between a minimum and a maximum values defined
by him. When each gesture is recognized, user needs to remove his hand from
LeapMotion interaction area to avoid repeated moves and click over ‘Next Gesture’
button to get another attempt. This procedure is repeated about 50 trials, where user
should answer correctly to all requested gestures.

Gesture Parameter Test “
Gestures Type
@® Cean O Greular O Approach Five Fingers
O ik () Approach Hands () Ciick Display
2
| 4 1 Settings
H g
[ MinLength 222
[ winVelocty: 1000

vin:  [150 Max: 250

1 of 5D CLICK NEXT GESTURE

0: SWIPE: ~MinLength: 160 : CORRECT: RIGHT TO LEFT
1: SWIPE: <MinLength:222 : CORRECT: RIGHT TO LEFT

Bt

Figure 5 —Interface of evaluation by type.

Then, after finishing all individual sequences of assessment of each gesture and
after analyze obtained results. The second group, (Figure 6), is about
implementation of retrieved values with better results of previous experience and
use these values to initiate a new and last stage of tests to evaluate all gesture types
generated randomly.
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&) Random Gesture Tests H
Gesture Options
Requssted Gesturs
0 Clean
1: Left circular
[
- 1
Gesturs Recogritionn Resut
0: SWIPE: -CORRECT: RIGHT TO LEFT
1: CIRCLE LEFT: -WRONG: TYPE_SWIPE WRONG WAY
Back Next Gesturs

Figure 6 - Interface of general evaluation.

In both experiment interfaces, all acquired results of attempts are saved in text
files to be used for further analysis.

4 Validations

In order to verify the feasibility of the developed application, we proceeded to an
informal evaluation with 2 participants with 20 and 27 years old which each of them
did 200 attempts, using LeapMotion with USB cable 2.0 at ‘Balanced’ mode. The
reason why we have chosen these settings to perform our experiments over worst
conditions in order to optimize the latency problem of our application and under
bad conditions try to achieve the best possible results of gestures recognition.

All evaluations, were performed using a machine equipped with a CPU Intel
Core 17-4700MQ working at 2.40 Ghz with 4GB RAM DDR3, using USB cable 2.0
and working on operating mode ‘Balanced’ where it is frame rate was between 110
and 120 fps.

During the implementation of new gestures, and along of experimental stage of
gesture FIVE FINGERS, this move was detected and instantly recognizing all
fingers when user put his hand over device, entering on interaction box and crossing
plans. To improve this situation and add another verification in order to give time
to change his command or retreat his action. It was decided to give freedom of
movement before recognizing five fingers, and allow the user to move his hand
inside the interaction box. Only after a period of time of 5 seconds recognition
process of fingers is launched.

In first evaluation stage, was applied general evaluation tester, and generated
randomly 600 attempts. All gestures generated were defined to inhibit the remaining
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5 types of gestures. Every time, one gesture was asked all others would be
disregarded. This test methodology got an average of correct gesture identifications
of 77.1% (Graphic 1%).

B CORRECT mWRONG

100

80

60

40

0
CLIcK FIVE  APPROACH CIRCULAR  CLEAN CLIcK
FINGERS ~ HANDS DISPLAY

Graphic 1% — Results of 1° evaluation of all gesture types.

During second evaluation was applied general evaluation tester as on previous
stage. However, was removed the restriction about the recognition of one type of
gestures in each test and enabled the ability to recognize all gesture types at same
time. Now all gestures: CLICK, FIVE FINGERS, APPROACH HANDS,
CIRCULAR, CLEAN and CLICK DISPLAY could be recognized on any attempt.

So, each gesture should be much distinct as possible to improve correctly
identification. At the moment in which all gestures are accepted, makes CLEAN
gesture wrongly recognized, because this move is applied in many others different
moves, misunderstandings errors of recognition. Through elaboration of a set of
more than 600 attempts was possible to verify the number of correct answers went
down significantly to 45.8% (Graphic 2"%).

m CORRECT ™ WRONG

100
80
60
40
-
0
CLICK FIVE  APPROACH CIRCULAR  CLEAN CLICK
FINGERS ~ HANDS DISPLAY

Graphic 2™ - Results of 2° evaluation of all gesture types.

Among second evaluation and the last, was considered individually each type of
gesture changing some parameters of them and testing each one separately. For
APPROACH TWO HANDS gesture, was changed distance between hands through
parameter HandsDistance,; generating randomly values between 100 and 200 mm
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and replacing them in order to find best value which was 142 mm. On CLEAN
gesture, was changed swipe minimum velocity parameter MinVelocity, which
changed between 150 and 250 mm/s, getting 209.2 mm/s as best result. Next
gestures were two circular directions of CIRCULE which was randomly, changed
the radius MinRadius of the circle move using finger replacing by values between
5 mm and 10 mm and getting 6.7 mm as better result. Follow gesture CLICK
DISPLAY, was replaced value of minimum velocity of finger getting in on
interaction box MinForwardVelocity, the speed variation was between 50 and 150
mm/s getting an optimal value of 93 mm/s. Next gesture was the CLICK, and
parameter changed on him was click minimum velocity, replacing with values
between 50 and 100 mm/s and getting 87.2 mm/s as best result. Finally, on detection
of 5 FINGERS was replaced parameter DetectHandFingers with values between
1000 and 1500 ms having 1290.8 ms as optimal value.

On next graph (Graphic 2), are presented all types of gestures as well as
dispersion of values collected based in the average of each gesture. From all
gestures CIRCULAR as the one who had lower variability of values, on other hand
FIVE FINGERS was the one who had more different correct values along the
recognitions.

305 Gesture Standard Deviation
o 169,28
295
1-APPROACH HAND
HandsDistance
ac 2- CLEAN
195 MinVelocity
27,45 . 3-CIRCULAR
27.28 2290 MinRadius
953597 L 4-cLick
’ 146 MinDownVelocity
i i ’ i i 5 - CLICK DISPLAY
-5 T B 1 . MinForwardVelocit
1 1 3 5 76 - FIVE FINGERS

Graphic 2 - Standard deviations of the values of each parameter applied to each
gesture.

At a final evaluation stage, was planned a strategy to improve recognition,
enabling in each request gesture could be recognize another one. Combination of
gestures as shown on table below (Table 1) for each required gesture, application
can only identify the requested sign and another one with the exception of FIVE
FINGERS and APPROACH TWO HANDS in these last, is possible to recognize
all types of gestures. All these combinations are grouped based on gestures
differences joining those with more differences between themselves.
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Request Gestures combinations
CLEAN CLEAN CIRCULAR
CIRCULAR CIRCULAR CLICK
CLICK CLICK CLEAN
CLICK CLICK CLICK
DUSPLAY DUSPLAY
FIVE CLEAN CIRCULAR CLICK CLICK
FINGERS DISPLAY
APPROACH CLEAN CIRCULAR CLICK CLICK
TWO HANDS DISPLAY

Table 1 — Combination of allowed gestures on 3° evaluation.

Through the collected values from individual experiments, last evaluating stage
were 86.1% better using this method than others prior methods applied on previous
evaluations. This method allows to reduce problems about affinities between signs
and grouping each of them in order to improve signs recognitions as shown on
graphic below (Graphic 3). APPROACH TWO HANDS and FIVE FINGERS are
gestures which are very heterogeneous, comparing features between them and with
all others gestures, so don’t was necessary restrict them. Throughout the reviews, a
common error was the detection of CLEAN sign who create interferences because
the sliding movement some time is associated with a begin of an CLICK gesture
when finger starts the approach.

B CORRECT m WRONG

100%
80% .
60%
40%
20%
0%

CLICK FIVE APPROACH CIRCULAR CLEAN CLICK
FINGERS TWO DISPLAY
HANDS

Graphic 3™ - Results of 3° evaluation of all gesture types.

5 Conclusion and Future Work

The study of different configuration features applied to gestures allow us to identify
a set of parameters which can perform a low recognition conflict between them and
a good results with different features between their recognition working together.
At the moment with experiments performed to people with different ages was
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possible to determine the feasibility of this method applied with adults. Although
the results indicate the young public shows more difficult along the familiarization
process with plans, comparing with the older participant. However, the younger
participant shows to have on other hand greater adaptation capacity, gradually
improving his coordination capacities.

Along the evaluations, acquired results allow us to find some of better values to
improve recognition process of gestures in order to get better results on sign
recognitions.

As perspective of future work, we would like to do more experiments in order to
test more deeply our method. Furthermore add new gestures using new techniques
and approaches in order to get better efficiency results and bridging ambiguity of
signs. Another possibility would be the upgrade to evaluate new version of
LeapMotion SDK using a stable release of this version to get the degree of
efficiency, flexibility and robustness of this new library.

To conclude, with the improvement achieved on the last experiment, was
possible to approach a possible implementation of gestures applied. On 3%
evaluation stage had a very good recognition rate, making these settings a serious
candidate to integrate NUI application to draw and recognize characters written in
the air [11].
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Abstract

The storage and management of information has always been a challenge for
software engineering, new programing approaches had to be found, parallel
processing and then distributed computing programing models were developed,
and new programing frameworks were developed to assist software developers.

This is where Hadoop framework, an open source implementation of MapRe-
duce programing model, that also takes advantage of a distributed file system,
takes its lead, but in the meantime, since its presentation, there were evolutions
to the MapReduce and new programing models that were introduced by Spark
and Storm frameworks, that show promising results.

Keywords: Programing framework, Hadoop, Spark, Storm, distributed compu-
ting.

1 Introduction

Through time, size of information kept rising and that immense growth generated the
need to change the way this information is processed and managed, as individual
processors clock speed evolution slowed, systems evolved to a multi-processor ori-
ented architecture. However there are scenarios, where the data size is too big to be
analysed in acceptable time by a single system, and in this cases is where the MapRe-
duce and a distributed file system are able to shine.

Apache Hadoop is a distributed processing infrastructure. It can be used on a sin-
gle machine, but to take advantage and achieve its full potential, we must scale it to
hundreds or thousands of computers, each with several processor cores. It’s also de-
signed to efficiently distribute large amounts of work and data across multiple sys-
tems.

Apache Spark is a data parallel general-purpose batch-processing engine. Work-
flows are defined in a similar and reminiscent style of MapReduce, however, is much
more capable than traditional Hadoop MapReduce. Apache Spark has its Streaming
API project that allows for continuous processing via short interval batches. Similar to
Storm, Spark Streaming jobs run until shutdown by the user or encounter an unrecov-
erable failure.
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Apache Storm is a task parallel continuous computational engine. It defines its
workflows in Directed Acyclic Graphs (DAG’s) called “topologies”. These topologies
run until shutdown by the user or encountering an unrecoverable failure.

1.1  The big data challenge

Performing computation on big data is quite a big challenge. To work with volumes
of data that easily surpass several terabytes in size, requires distributing parts of data
to several systems to handle in parallel. By doing it, the probability of failure rises. In
a single-system, failure is not something that usually program designers explicitly
worry about.[1]

However, in a distributed scenario, partial failures are expected and common, but
if the rest of the distributed system is fine, it should be able to recover from the com-
ponent failure or transient error condition and continue to make progress. Providing
such resilience is a major software engineering challenge. [1]

In addition, to these sorts of bugs and challenges, there is also the fact that the com-
pute hardware has finite resources available. The major hardware restrictions include:

* Processor time

* Memory

* Hard drive space

* Network bandwidth

Individual systems usually have few gigabytes of memory. If the input dataset is
several terabytes, then this would require a thousand or more machines to hold it in
RAM and even then, no single machine would be able to process or address all of the
data.

Hard drives are a lot bigger than RAM, and a single machine can currently hold
multiple terabytes of information on its hard drives. But generated data of a large-
scale computation can easily require more space than what original data had occupied.
During this, some of the storage devices employed by the system may get full, and the
distributed system will have to send the data to other node, to store the overflow.
Finally, bandwidth is a limited resource. While a pack of nodes directly connected by
a gigabit Ethernet generally experience high throughput between them, if all transmit
multi-gigabyte, they would saturate the switch's bandwidth. Plus, if the systems were
spread across multiple racks, the bandwidth for the data transfer would be more di-
minished [1].

To achieve a successful large-scale distributed system, the mentioned resources
must be efficiently managed. Furthermore, it must allocate some of these resources
toward maintaining the system as a whole, while devoting as much time as possible to
the actual core computation[1].

Synchronization between multiple systems remains the biggest challenge in dis-
tributed system design. If nodes in a distributed system can explicitly communicate
with one another, then application designers must be cognizant of risks associated
with such communication patterns. Finally, the ability to continue computation in the
face of failures becomes more challenging|[1].
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Big companies like Google, Yahoo, Microsoft have huge clusters of machines and
huge datasets to analyse, a framework like Hadoop helps the developers use the clus-
ter without expertise in distributed computing, and taking advantage of Hadoop Dis-
tributed File System.[2]

2 State of the Art

This section will begin to explain what is Apache’s Hadoop Framework and how it
works, also a short presentation of other Apache alternative frameworks, namely
Spark and Storm.

2.1 The Hadoop Approach

Hadoop is designed to efficiently process large volumes of information by connecting
many commodity computers together to work in parallel. One hypothetic 1000-CPU
machine would cost a very large amount of money, far more than 1000 single-CPU or
250 quad-core machines. Hadoop will tie these smaller and more reasonably priced
machines together into a single cost-effective compute cluster.[1]

Apache Hadoop has two pillars:

* YARN - Yet Another Resource Negotiator (YARN) assigns CPU, memory, and
storage to applications running on a Hadoop cluster. The first generation of Ha-
doop could only run MapReduce applications. YARN enables other application
frameworks (like Spark) to run on Hadoop as well, which opens up a wide set of
possibilities.[3]

* HDFS - Hadoop Distributed File System (HDFS) is a file system that spans all the
nodes in a Hadoop cluster for data storage. It links together the file systems on
many local nodes to make them into one big file system.[3]

MapReduce
Hadoop is modelled after Google MapReduce. To store and process huge amounts of
data, we typically need several machines in some cluster configuration.
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Fig. 1. - MapReduce flow

A distributed file system (HDFS for Hadoop) uses space across a cluster to store
data, so that it appears to be in a contiguous volume and provides redundancy to pre-
vent data loss. The distributed file system also allows data collectors to dump data
into HDFS, so that it is already prime for use with MapReduce. Then the Software
Engineer writes a Hadoop MapReduce job [4].

Hadoop job consists of two main steps, a map step and a reduce step. There may
be, optionally, other steps before the map phase or between the map and reduce phas-
es. The map step reads in a bunch of data, does something to it, and emits a series of
key-value pairs. One can think of the map phase as a partitioner. In text mining, the
map phase is where most parsing and cleaning is performed. The output of the map-
pers is sorted and then fed into a series of reducers. The reduce step takes the key
value pairs and computes some aggregate (reduced) set of data, i.e. sum, average, etc
[4].

The trivial word count exercise starts with a map phase, where text is parsed and a
key-value pair is emitted: a word, followed by the number “1” indicating that the key-
value pair represents 1 instance of the word. The user might also emit something to
coerce Hadoop into passing data into different reducers. The words and 1s are sorted
and passed to the reducers. The reducers take like key-value pairs and compute the
number of times the word appears in the original input.[5]
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Fig. 2. - Hadoop workflow[2]

2.2 SPARK framework

Apache Spark is an in-memory distributed data analysis platform, primarily targeted
at speeding up batch analysis jobs, iterative machine learning jobs, interactive query
and graph processing. One of Spark's primary distinctions is its use of RDDs or Resil-
ient Distributed Datasets. RDDs are great for pipelining parallel operators for compu-
tation and are, by definition, immutable, which allows Spark a unique form of fault
tolerance based on lineage information. If you are interested in, for example, execut-
ing a Hadoop MapReduce job much faster, Spark is a great option (although memory
requirements must be considered) [19].

It provides high-level APIs in Java, Scala and Python, and an optimized engine
that supports general execution graphs.

Spark
streaming

Apache Spark

Fig. 3. - Spark Framework

Shark (SQL) MLib (machine

learning) GraphX(graph)
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It also supports a rich set of higher-level tools, including Shark SQL for SQL and
structured data processing, MLIib for machine learning, GraphX for graph processing,
and Spark Streaming [6], helping the development of parallel applications.

The main goal of Spark is to work with distributed collections, as you would with
local ones. It relays on a resilient distributed datasets (RDDs), that is a immutable
collections of objects spread across a cluster, built through parallel transformations
(map, filter, etc), automatically rebuilt on failure controllable persistence (e.g. caching
in RAM) for reuse, shared variables that can be used in parallel operations [6].

Resilient Distributed Datasets (RDDs)
Spark’s main abstraction is resilient distributed datasets (RDDs), which are immuta-
ble, partitioned collections that can be created through various data-parallel operators.

visits (URL, 1)
(HDFS file) pairs counts

@009

map reduceByKey
Fig. 4. - Lineage graph for the RDDs in our Spark example.[7]

Each RDD is either a collection stored in an external storage system, such as a file
in HDFS, or a derived dataset created by applying operators to other RDDs. For ex-
ample, given an RDD of (visitID, URL) pairs for visits to a website, we might com-
pute an RDD of (URL, count) pairs by applying a map operator to turn each event
into a (URL, 1) pair, and afterward a reduce to add the counts by URL.[7]

Spark provides three options for persist RDDs:

1. In-memory storage as deserialized Java Objects (fastest, JVM can access RDD na-
tively) [2].

2. In-memory storage as serialized data (space limited) [2].

3. On-disk storage (RDD too large to keep in memory, and costly to recomputed) [2].

Spark streaming

The key idea behind the model is to treat streaming computations, as a series of de-
terministic batch computations, on small time intervals. The input data received dur-
ing each interval is stored, reliably across the cluster, to form an input dataset for that
interval. Once the time interval completes, this dataset is processed via deterministic
parallel operations, such as map, reduce and groupBy, to produce new datasets repre-
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senting program outputs or intermediate state. It stores these results in resilient dis-
tributed datasets (RDDs)[8].

Apache Spark does not itself require Hadoop to operate. However, its data parallel
paradigm requires a shared file system for optimal use of stable data. The stable
source can be S3, NFS, or, more typically, HDFS) [9].

2.3 Storm Framework

Apache Storm is, a free and open source distributed real-time computation system,
focused on stream processing or what some call complex event processing. Storm
implements a fault tolerant method for performing a computation or pipelining multi-
ple computations on an event, as it flows into a system. One might use Storm to trans-
form unstructured data, as it flows into a system into a desired format)[9].

Apache Storm makes it easy to reliably process unbounded streams of data, doing
for real-time processing what Hadoop did for batch processing. Storm has many use
cases: real-time analytics, online machine learning, continuous computation, distrib-
uted RPC, ETL and more. It’s scalable, fault-tolerant, guarantees your data will be
processed, is easy to set up and operate [9].

Supervisor

Ul ZooKeeper Supervisor

\ ﬁ ZooKeeper Supervisor
NIMBUS -

ZooKeeper Supervisor

Supervisor

Fig. 5. - Storm Framework system architecture

System architecture:

* Nimbus: Like JobTracker in Hadoop
* Supervisor: Manage workers

* Zookeeper: Store meta data

e UI: Web-UI

A Storm cluster is superficially similar to a Hadoop cluster. Whereas on Hadoop
you run "MapReduce jobs", on Storm you run "topologies". "Jobs" and "topologies"
themselves are very different; one key difference is that a MapReduce job eventually
finishes, while a topology processes messages forever (or until you kill it).
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There are two kinds of nodes on a Storm cluster: the master node and the worker
nodes. The master node runs a daemon called "Nimbus" that is similar to Hadoop
"JobTracker". Nimbus is responsible for distributing code around the cluster, assign-
ing tasks to machines, and monitoring for failures [9].

Each worker node runs a daemon called the "Supervisor". The supervisor listens
for work assigned to its machine, starts and stops worker processes, as necessary
based on what Nimbus has assigned to it. Each worker process executes a subset of a
topology. A running topology consists of many worker processes, spread across many
machines [9].

Storm does not natively run on top of typical Hadoop clusters, it uses Apache
ZooKeeper and its own master/minion worker processes to coordinate topologies,
master and worker state, and the message guarantee semantics [9].

Having said that, both Yahoo! and Hortonworks are working on providing librar-
ies for running Storm topologies on top of Hadoop 2.x YARN clusters.

Regardless, Storm can certainly still consume files from HDFS and/or write files
to HDFS[18][21].

3 Discussion

Spark is one of the newest players in the MapReduce field. Its purpose is to make data
analytics fast to write, and fast to run. Unlike many MapReduce systems (Hadoop
inclusive), Spark allows in-memory querying of data (even distributed across ma-
chines) rather than using disk I/O. It’s no surprise that Spark out-performs Hadoop on
many iterative algorithms. Spark is implemented in Scala, a functional object-oriented
language that runs on top of the JVM. Similar to other languages like Python and
Ruby, Scala has an interactive prompt that users can use to query big data straight
from the Scala interpreter, making it a good choice in some scenarios. However, it
does not support a distributed file system on its own, it depends on Hadoop, if a
HDFS is required.

The Storm framework is referred as being the Hadoop of Real-time Processing.
Hadoop is a batch-processing system, this means, give it a big set of static data and it
will do something with it. Storm is real-time, it processes data in parallel as it streams.
Therefore, Storm is more a complement to Hadoop rather than a real replacement, as
Storm fails when it comes to process large persistent data, as its focus is to be able to
process a large number of streams of data (in real time computation), while Hadoop
focus is on large amount of persistent data (batch processing).

3.1 Frameworks features summary

In the beginning of this survey, I did not know what I would find on programing
frameworks for distributed computing. Therefore, after this review, summarizing the
main features and benefits of each of the evaluated frameworks, may serve as contri-
bution to an appropriated and better-informed selection of the framework, that aims
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the deployment of a new distributed computing platform, or for those considering to
improve an already existing one.

L Isterm__________[SparkStreaming |
‘Recordatatime  Minibatches
Sub second Few seconds

Fault tolerant — every

record processed __
Batch framework inte- JENGIENENEL)E Spark
gration

Supported languages

Table 1. Storm vs. Spark Streaming

Based on my research, the comparison must be made based on use cases oriented
view, as the frameworks end up being more complementary than competitive among
each other. One thing was made clear, in all references, it does not matter if you
choose Hadoop, Spark or Storm, having the HDFS is an advantage, because it solves
many of storage problems associated with big data computing. So Hadoop is kind of
“mandatory”, if you need HDFS benefits.

For Spark, its best use cases, are iterative Machine Learning algorithms and Inter-
active analytics. Furthermore, Spark plus Hadoop is always better than only Hadoop,
except when the work dataset size exceeds the individual node RAM size, so in a way
it depends on the available infrastructure or required work dataset size.

Storm is a good choice if you need sub-second latency and no data loss. Spark
Streaming is better if you need stateful computation, with the guarantee that each
event is processed exactly once. Spark Streaming programming logic may also be
easier because it’s similar to batch programming, in that way, you are working with
batches (albeit very small ones)[19].

One key difference between these two technologies is that Spark performs Data-
Parallel computations while Storm performs Task-Parallel computations.

4 Conclusion

After this analysis it is possible to realize that the Hadoop framework will stay around
for a while, and for a good reason. Even knowing that MapReduce cannot solve every
problem, it is still a good choice for research, experimentation, and everyday data
manipulation. One of the other frameworks abovementioned, may be better if the
advantages of HDFS are not necessarily imperative, or if the use cases are compatible
with the framework capabilities, and consequently able to take advantage of its bene-
fits.
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In overall, the most suitable platform must always take into account the scenario
to witch the system is most focussed.

It’s important to acknowledge that the newer Hadoop versions based on YARN,
allow Spark to run on top of Hadoop, and there is on-going work to achieve the same
with Storm.

It remains to be seen how successful those implementations are, and also how they
compare to its native counterparts versions Spark and Storm, since these aspects
weren’t approached by this survey.
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Abstract. One of the biggest pitfalls digital games have is the lack of
replay-ability and consequently a limited lifespan. The reason behind this
problem is that in most cases, when the player reaches the end of a game,
there is nothing more to explore. To address this issue many methods have
been researched and implemented. These methods are mainly procedural
content generation algorithms (PCG), non-linear stories and the ability for
players to create their own content. The problem however remained as the
integration of this type of content and their quality is not easy or not done as
desirable, especially narratives. Due to the advantages PCG algorithms, they
are being integrated into project Orion, a serious game, along with a narrative
that aims to create a versatile tool independently of the programming
language. This promotes replay-ability as more content can be generated and
will help students in their studies since the game may last longer, as well as
teachers to use this tool dynamically according to what they want to teach. In
addition, since narrative is also an extremely important component of game
content, an XML schema has been created to store static stories that will be
integrated into the generated game levels seamlessly. As a result, Project
Orion will show the implemented dungeon generation algorithm and narrative
integration and how it is possible to generate interesting multi-level dungeon
games that incorporate all elements in a narrative world which will arch for
the player to follow in a 3D virtual world where any content can be easily
added, even by people that do not have programming skills.

Keywords
Procedural Content Generation in Games; Serious Games; Dungeon Crawler;
Level Generation; Dynamic Generated Content; Narrative

1. Introduction

Serious games are becoming an alternative method for imparting knowledge and
skills, both in academic and enterprise environments. This technology, as the name
implies, uses game characteristics such as rules, challenges, rewards, interaction and
feedback, and wraps them together to solve a problem. By achieving a balance
between fun and the problem addressed, these types of games can become a
motivational force to engage learners to learn the desired knowledge and skills.
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In spite of the intrinsic and extrinsic motivational factors inherent to any game,
whether serious or not, one of the biggest engagement pitfalls has always been their
longevity and replay-ability. Once the novelty wears off, players rarely feel the need
to come back, especially if it is a single player game. This is where the procedural
generation of content in Games (PCG-G) may help, by generating content in
real-time, either as the game evolves or every time a new game is initiated. Of course
content has a very broad meaning, however in this work we are particularly
addressing the generation of game levels or maps and integrating it with content that
may be generated in multiple ways even external to the game, such as the narrative.
The inclusion of narrative in the game is also extremely important since storytelling
has always been a crucial element in human development [11], and also functions as
an intrinsic motivational factor [10].

In addition to the replay-ability potential that PCG algorithms may introduce, there
is also a great advantage of reducing the workload on the design teams by generating
to a point where artists can pick the generated assets and polish and add further detail,
enriching the overall quality of the application and reducing the time and cost it would
take if content was done from the beggining [1]. Doing integration between the
generated content and the narrative is a problem, but with methods similar to Natural
Language Processing it is possible to achieve this, but also have the type of interaction
between the writer directly to the program that allows development teams to save
time.

This paper is organized as follows. Section 2 defines the context of PCG and
presents the problematic of narrative integration and the proposed solution, integrated
with all other generated content showed in the following sections for a serious game
for the teaching of computer programming [2]. In section 3 narrative integration is
explained and how it is achieved, methods will be shown such as the use of an XML
file to describe a narrative so that the generated levels tell a story, as well other
content.

In section 4 it is given a context of PCG base algorithms for dungeon generation
and the algorithm used is specified thoroughly showing it is strong points and why it
was used. In section 5 the dynamically-generated world in Project Orion with all the
results from all the integrations, showing advantages of utmost importance in the way
it was made allowing not only better results, better team integration and other
advantages, this section also includes demonstration. Finally, the conclusions and
future work are presented in section 6.

2. State of the Art

This section will begin to explain what procedural content generation in games is,
then what type of content can be generated as well as the distinction between adaptive
and non-adaptive PCG algorithms. Finally, a few PCG algorithms will be explored.
Procedural Content Generation in games (PCG-G) can be defined as the automatic
creation of content, which is achieved through the implementation of an algorithm
tailored to a specific end [3]. This process can be achieved through a random process
or through deterministic reconstruction based on parameters which will create the
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same object every time. Since the main focus of this article is the creation of
continuous new experiences in game environments, the focused PCG-G algorithms
will have some degree of stochasticity.

Even though content is intended to be greatly different in every generation
iteration to avoid the feeling of repeating in the player, it is a good policy not to be
completely random. Instead PCG-G algorithms should implement some degree of
stochasticity that adheres to constraints, which can be affected by associated
parameters, of what content can be generated and how [4]. By generating content
randomly within that range of constraints, the result will be adequate and within the
scope of the game. Furthermore, by allowing the player to act, directly or indirectly,
upon the parametrization of the algorithm the results will be tailored to the choices he
made [5]. These algorithms fall under the category of adaptive-PCG and can be
useful, for instance, to adjust the difficulty of a generated level to the player’s
proficiency.

But what type of game content can be generated by PCG algorithms?
Theoretically, almost anything can be generated content. Hendrikx et al. [1] defines
four classes of game content that can be generated procedurally:

e Game Bits include textures, item properties, sounds, vegetation, buildings,
behavior, weather and natural elements.

e Game Space pertains to the environment present in-game, whether they are indoor
(dungeons; rooms; houses; etc.) or outdoor (forests; space; underwater; etc.).

e Game Systems such as ecosystems, road networking, urban environment
development and entity behavior management.

e Game Scenarios define puzzles; story and level concept.

Another important aspect to take into consideration is whether PCG-G algorithms
are run online or offline [3]. A PCG-G online algorithm is usually executed in
run-time, as the game progresses, generating new content on the fly. For example
Minecraft' is continuously generating the environment as the player moves into
uncharted territory.

Online algorithms may be adaptive and have two critical requirements. The first of
these requirements is speed of execution because if these algorithms take too long
doing the necessary computations it will have a detrimental effect on the player’s
immersion. As for the second requirement, the algorithm needs to ensure that a
minimum level of quality is attained.

On the other hand, offline algorithms are usually used during development and
subject to specific changes to meet the desired results and as such, these are almost
always non-adaptive.

3. Narrative Integration

' https://minecraft.net/, 2014

15 Edition, 2015 - ISBN: 978-972-752-173-9 p.108



Proceedings of the 10"" Doctoral Symposium in Informatics Engineering - DSIE’15

Having a new map to explore every time we play a particular game is without a doubt
exciting (at the least the first few times) and can be a source of motivation for the
player to explore the game once again. This effect can be significantly amplified if the
map also presents a story for the player to follow. But since the maps keep changing
every new playthrough, it becomes necessary to have some mechanism that allows the
new map to contain the narrative content and plot points that compose the story. The
game Diablo® is fairly renowned for achieving this effect - while the maps keep
changing every new playthrough, the storyline (quests), key objects, places and
characters remain the same.

In order to complement the generated maps with a story we had to somehow store
the narrative information, as well as the programming exercises associated with each
map/level. By storing this information we could then adapt our map generation to
match the needs of the story as well as of the exercises.

To this end we created a data format based on XML, as shown in figure 1. This
format allows the definition of each of the individual levels, associating with them
dialogs, descriptions and objectives. These objectives are associated with exercises,
the level they unlock (useful to establish links between levels) and other information
related with the narrative and gameplay mechanics, such as object collection, enemy
encounters, etc.

The exercises definition is fairly simple but requires that the identity field matches
the ones in the exercise evaluator module, for more information about this module
refer to previous work [2].

Finally, to give story more life, characters and dialogs are elements also present in
the format, although at this stage in a very rudimentary form. Through these tags are
the main character, player controlled, as well as other non-player controlled characters
can be defined and have dialogs associated with them.

2 http://eu.blizzard.com/en-gb/games/d2/ , 2014
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- <gamex
<leveldefinition numrooms=
- <evels>
- <level idlevel="" keyobjecttype="" description=" iddialog=""»
<objective type="" idlevel destination=""idobject="idexercise=
enemytype="" numenemies=""iddialog_complete=" />
<flevels
<flevelss
- <objects>
<object idobject="" name=""' />
</objects>
- <EXercises:
<exercise id="" active="" difficulty="" description=""iddialog="" />
<fexercisess
- «characters=
«<character id=
<fcharacterss
- <dialogs>
- «dialog id="">
<entry idcharacter="" text=""' />
</dialog>
</dialogs>
</gamez

startlevel="" />

name="' type="'/»

Figure 1. Base XML format for storing narrative and exercise information.

As this stage of development the dialogues are static and do not allow the player to
have different choices (though they can explore in different ways and do any order of
exercises), but still means that the story itself is completely linear, however like any
content here, it can be changed and improved by the writer having low or none
implementation costs and allowing the player to make decisions.

Figure 2. Example of a narrative arch.

4. PCG-G Algorithms for Dungeon Generation

Dungeon level is a instance of a video game level, this instance is often called
dungeon because the player has to explore it in order to complete that level.

Game level generation usually have specific constraints that are associated with
the type of level being generated which usually require a specific oriented algorithm.
In this sense an algorithm for generating an open world with oceans, mountains, etc.
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may not be the most adequate to generate a dungeon area. For this reason, in this
section, some base algorithms will be presented which are mainly oriented to generate
dungeon levels.

4.1. Random Room Placement

The algorithm used consists mainly in populating a designated gridded area with
rooms of random size and connecting them through corridors. As parameters this
algorithm can receive the number of rooms to generate, the width and the height ratio.

The general workflow of this algorithm is as follows: firstly it starts by parsing the
parameters, proceeding to a loop state where rooms are generated. For each room
generation loop iteration, the generated room must be first validated before placing it
on the map. For example if the room overlaps another or is outside the bounds of the
map it is discarded and the room is redone. This process loops until all rooms have
been generated or until some other exit condition is met, such as reaching the
maximum number of attempts. After all rooms have been successfully generated the
next step is the creation of the corridors. This step usually involves using a path
finding algorithm such as A* to find the closest path from room to room. When all
rooms have been connected, if there are still unconnected doors in some of the rooms,
additional dead end corridors may be added or like in Orion non-openable doors can
be generated here. Orion also creates doors in spaces between rooms and corridors
that are not walls.

4.2. Space Partitioning For Room Placement

In the previous example, during room generation and map placement, it could occur
with some frequency that rooms would get discarded. With space partitioning
algorithms, such as BSP trees and quadtrees [6] this problem is circumvented because
rooms are placed in the empty generated areas and therefore do not overlap other
rooms.

BSP tree random placement starts by sub dividing the initial map area into smaller
sections by choosing a horizontal and vertical direction. This sub-division is done for
n iterations. After reaching the n iterations rooms are inserted into the subdivided
areas. Note that rooms must be of the same size or smaller than the regions they will
be placed on. After all rooms have been successfully placed, the next step is
connecting the rooms by looping through all split regions and connecting each
immediate neighboring regions ensuring that all rooms get connected.

Similarly to BSP trees, quadtrees start to divide a large area but in this case it
divides it in four equal squares. For each new area it is again subdivided until either
an area reaches the minimum room size or if the stochastic element of the algorithm
stops subdivision. For each leaf a room is placed such that it is entirely contained
within the leaf area.

4.3. Cellular Automaton Method

While the two previous algorithms are oriented to generate room-like dungeons, a
cellular automaton algorithm is oriented to generate cavern-like areas (closed areas
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with a opening) [7]. The first step in this algorithm is to fill an area randomly with
walls and empty spaces. Subsequently the algorithm parses each of the grid cells and
applies the 4-5 rule: a cell C at position p becomes a wall if at least five (including
itself) of the eight (diagonals included) immediate connected neighboring cells are
walls. Parsing each of the cells need to be done simultaneously instead of parsing one
by one and using the value of the previous to calculate the next. The reason for this is
purely to make it will look less machine processed. One of the problems this
algorithm has is that it tends to have very inconsistent results such as wide open areas
or disjoint areas. This problem can be solved however by adding an additional
refinement rule before applying the initially defined rule®. This new rule contains the
first one plus: a cell C becomes a wall if two or less cells within 2 steps from C are
walls. A mathematical notation of these rules can be for example:

Rule 1: Wpl =Ci(p) =3 orCylp) =2 Rule 2: W'lp) =Cy(p) =5

Where W'(p) represents if there is a wall in a particular position p, and Calp)
represents the number of cells within n steps of the position p that are walls.

4.4. Algorithm Developed for the serious game Orion

The developed algorithm generates different unique levels for each player each time it
is executed. It is a requirement that maps are generated at game run-time.

This algorithm is inspired on a random room placement approach used in the game
TinyKeep*, however with some important differences such as disconnected rooms and
multi-level maps. The reason behind this choice was strongly due to the aesthetic look
and topology that could be achieved with this algorithm, which feels more varied and
less artificial, consequently having more immersion potential which is one of the main
goals of the serious game this algorithm [9] is meant to integrate.

As many other algorithms this one also requires some entry parameters to
function. These parameters are the number of rooms to be generated, a set of values
representing the mean and deviation parameters for a Gaussian distribution function, a
maximum room size ratio, the minimum room size and finally the minimum boundary
(space) between rooms. These parameters will be further explained as the steps
involved in this algorithm are detailed.

The algorithm is divided in different sequential steps that use the data from the
previous step to feed the next until the final result is reached. The first step is
randomly creating rooms and positioning them over the map area without worrying
about overlapped rooms. The room creation is basically a loop that generates as many
room as set in the entry parameters. For each room generated, before accepting it, it is
verified if it meets certain constraints such as room ratio, to avoid very narrow rooms
for example, or if the room has a minimum size, for example to avoid single cell
rooms. Rooms random generation is done by using a Gaussian distribution function to
ensure that most rooms are within the same size/ratio range and only a few are bigger,

3

http://pixelenvy.ca/wa/ca_cave.html, 2014
* http://tinykeep.com/, 2014
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creating a more natural distribution and avoiding having a map filled with only huge
rooms.

The next step on this process is to ensure that no rooms are overlapped and to
achieve this, a simple separation steering function is used on each room until no room
overlaps. This steering process uses the entry parameter minimum border, which can
be equal or higher than zero, to increase (or use the default room size if it is zero) to
check if two rooms overlap.

The main reason behind this parameter is to prevent rooms to be closely packed,
allowing space for later corridor generation. Also, the separation steering process
ensures that the room is snapped to the grid to ease the corridor generation. Because
this is a multi-level map (each level is a game level which can have two floors), when
a new level is added to a generated map in a previous iteration of this algorithm
process, some rooms will be selected as level transition rooms.

The selection of these transition rooms is based on their area (the higher the area
the more chances it has to be selected as a transition room) and they are meant to
establish a transition point between the current level and the next one.

In figure 3, these rooms can be seen as blue if they are transition rooms to the next
level, or pink if it is a transition room to the previous level. Upon creating a new map,
the previous map transition rooms are passed and integrated within the selected rooms
of the new level. These rooms remain fixed during the process of separation steering
of the new level to ensure they retain their relative position to the parent’s level.

15 Edition, 2015 - ISBN: 978-972-752-173-9 p.113



Proceedings of the 10"" Doctoral Symposium in Informatics Engineering - DSIE’15

i
1 -
1 ILE .
A, (R B
k|
d 1
| d
] 1
[l =1
=l (S|
S EEEECEEmEl T |
e | ] L=
- L
17 [!
1] I
LA I
NI R = =k
| =
1 = L |
] T I
1 " oy
. 1 w—_—
m i
il EEEE
[
i
b []
. _Ii——— = | I
[N I
11 [
—
r
I | i
T =
L I
. i
—— ]
1 ==
______ e, __
1 i ] =
1 s n Erss
- -
= i je=a
(===, 1 1
L. ___ 1 [}
_____ SEET 1 |
=T
Ly [ I ==
1~ Ul u ad
1| 1= u -
1 — i
| [EENEEEEE | - !
| | ke
b .
1
1
i

Figure 3. Example of a generated map with two levels. Blue rooms are transition
rooms to the next level and pink rooms are transition rooms to the previous level.

With a list of selected rooms the next step is the creation of a graph that connects
rooms together. This is achieved by constructing a graph similar to a relative
neighborhood graph, except that this one was done in such a way that in some cases a
map could have disconnected sub-graphs which could be a potentially way to allow
some kind of teleportation mechanic in the game. This can be disabled by simply
selecting the two closest nodes of each closest sub-graph and connecting them
ensuring this way that every room is reachable by normal means. One of the side
effects of this approach was that some rooms were connected by several nodes,
creating multiple paths between nodes and to solve this, a minimal spanning tree is
generated from the initial graphs, reducing the number of connections between nodes.

The final step is connecting rooms using the graph. To achieve this, a path finding
algorithm was used, more specifically A*, which is used to create a route for each
graph edge.

To avoid non-upright (zig-zag) corridors the algorithm punishes heavily direction
alteration, ensuring that corridors have a straighter format. Also the different cost
values are given to cells to ensure that the algorithm will always favor existing
corridors, adding more realism and variety to the map, like intersections. Finally, after
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a path as been found between two rooms, this path is checked against all non-selected
rooms and if an intersection occurs, the room is integrated as part of the corridor and
no longer being a room adding further detail to the general map layout (so corridors
are not always lines connecting rooms).

5. Project Orion and Results

Project Orion[12][2] as shown in figure 4 is a roguelike’ game, having the main
characteristics such as the fact that Orion generated procedurally as shown in figure 5
and 6, the objects have different names and descriptions, and the game was meant to
play alone (though it is easy to implement multiplayer because of the way it was
dynamically generated by just adding one more player and create a connection
between the players).

Figure 4. Orion, with different objects to pick and interact.
This project used the algorithm presented in section 4 to generate the map, that
information was used to draw 3D elements such as rooms, corridors and placing
doors.

Figure 5. A generated level with a few rooms and doors.

> hitp://www.roguebasin.com/index.php?title=Berlin_Interpretation, 2008
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Figure 6. The generated levels in Y axis, each with more rooms than the example
given before. The player teleports from one level to another after completing the
objectives, physical stairs could be added if they had fit into the theme of the game.

In the game most content is present and editable in a external XML file, such as
gameplay mechanics, objects, enemies, programming exercises and the narrative
itself. These allow to dynamically create a 3D world with content to play and interact
with it in different ways, allowing the player to explore and solve the problems
presented. The player can make use of the dialog following the events and the
conversation between characters or be guided in the right way, the programming
exercises can also offer tips and help. This content can be seen, and edited externally
in the demonstration®.

The way it was programmed dynamically and using Unity3D, allows any content
to be replaced at any time by referencing another content. This also allows the content
to be adapted to different programming languages. Thanks to Unity3D, these
capabilities allow teams to work independently and put together their work at a later
stage, and also constantly update and improve it, with low cost of implementation. For
example in the demonstration, some objects such as the enemy robot that comes from
Unity3D Platform Tutorial, have a JavaScript code, however it is instantiated and
asked to be destroyed by C# code.

®  https:/feupload.fe.up.pt/get/grRy5yl2kcOcK0a, 2014
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6. Conclusions and Future work

From the aesthetic and functional point of view, the generated maps achieve their
goals, to generate dynamic content as shown, however it is possible to go further and
not only use this to speed the process of generating large content, but also allow
multi-disciplinary teams to work together with ease and update their work on later
stages of development with low implementation cost. The extra capability of the
platform used (Unity3D) to instantiate and communicate with objects of other
programming languages enhances this capability even further.

PCG lay the foundation for a rich dungeon environment and ensure that there are
several pathways that can be taken to reach the end of each map (level). Coupled with
the XML narrative description file, these maps are brought to life which acts as
motivation factor for the player to explore the map and discover the story,
consequently having to solve the proposed exercises.

Everyday the games that use PCG methods require people from multidisciplinary
areas, that not only must know how to program, but they must know the generated
content in order to predict it, limit the way it will be generated if needed and generate
it in a pleasant way for the user or with some degree of expected quality. This claim
should be changed as it is not always true as shown, teams can work separately, each
with different areas of knowledge, however the team in charge of putting all together,
generating the content based on the work of the other teams, must have some
knowledge of that area in order to create the best result.

For the narrative at this stage it is still done manually, however in the future we
hope to generate the stories and provide a complete ‘new’ experience each
playthrough, as well as varying exercise parameters so that these are also unique to
each student. Additionally the XML format needs to be further enhanced to allow
player dialog choices, multi-dependent objectives, non-player character interaction,
non-serious side quests and elements, events, locations, etc. However at this stage it is
possible to have player-created content as shown in the demonstration, while this
exists for entertainment games, it is harder to do on serious games as we did, this can
create new experiences and promote experience sharing between the students.

The algorithm for dungeons is not finished however, for the moment all rooms are
rectangular which may suit most cases, but to increase immersion some rooms could
be improved, for example, by using predefined models that add more detail to the
map. Another evolution is to have a predetermined pathway that is passed to the
algorithm and generate around it a map level. This could be useful in the eventuality
of wanting to define a set of rooms with specific exercises and narrative plot points.

Preliminary results show that most players pointed out it was easy to get to play
and to play Orion. This information includes the game itself, how user friendly it was,
but the whole process since downloading the game, which thanks to Unity3D makes
the process of building the project much easier, creating a executable file ready to be
played. This also shows the game is ready to be tested, however more content is
needed for further experiences, these can done either by professors or students if they
wish to do so.
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Abstract. Serious Games are being increasingly used as lafdowarious
applications, including social simulation. One bé tdomains of application is
fire safety training and behaviour elicitation.urigs and fatal casualties having
its origin from fires are a concern for fire safetygineers, building managers,
and emergency responders. Training building occisphas been a challenge
for quite some time. One approach is by classroamcaion or a more
practical way by performing exercises, called @éirdls. The former consists of
a method for validating evacuation plans and testat-if scenarios. Another
important issue is the lack of human behaviour;dhta aspect is often referred
to as a drawback to evacuation simulator develop€re elicitation of
behavioural knowledge to feed simulators consttateritical aspect for which
some researchers have proposed the use of Seriaosess This paper
addresses these issues in respect to: i) trairpegmapcedures using Serious
Games as an educational tool; ii) acquire valukbtavledge using the concept
of participatory simulation. A test-bed using SasdGames, developed on the
Unity3D framework, implements a multi-player appmbaaking advantage of
its features. The experimental setup is presenteld some test results are
discussed. Future work is two-fold: expand ancheethe scenarios for a wider
set of possibilities; perform massive data coltattthat will be used to feed
existing multi-agent evacuation simulators.

Keywords: serious games, fire safety education, evacuatioulfi-player,
behaviour analysis.

1 Introduction

Fire is considered to be the most dangerous hdeaifglilding occupants [1]. Every
year many casualties due to fire occur, some ofthesulting in death. A recent
example was the fire at the Brazilian discothedkiss”, January 27 2013, resulting

in death of 242 people, many of which college stitsleSuch occurrences are many
times due to the lack of information and traininfgtioe occupants as well as the
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emergency responders. So, training and educat®rthar best solution to minimize
the number of casualties that each year claimivhs bf many around the world.

Although fire drills and classroom learning techrég are a possible way to teach
fire safety, the use of Serious Game (SG) has pegposed as a good method for
training and education [2]-[5]. Indeed, video garhas fostered the implementation
of SGs with diverse goals other than entertainrf@nt

The use of Virtual Reality (VR) based applicatidosboth simulate situations that
are too dangerous for exposing real people to arahaid for training and education
is not new [7], [8]. SGs are a good trade-off coompise for the development and
rapid prototyping of low-cost VR applications [#]nity3D is a successful platform
used worldwide for the development of video gantesenting high quality graphics,
animation and VR features [10].

Another issue is the study of the self-organizingcpsses associated with building
occupants when facing an emergency and havinganodan it, of great importance to
assess the safety of the building, pre-definingsipbs scenarios, and to implement
emergency evacuation plans. To help researchergdesigners, computer evacuation
models were developed for testing what-if scenaridsst of these evacuation
simulators are agent-based. For the intelligenhiagehaviour modelling, there is a
urgent need of real data to validate and calitsath models [11].

Our team has been developing SGs aiming to trabupments for the evacuation
procedures out of a building facing the presencirefor other hazardous situations,
for some time and having some experiments with gesdlts. For this purpose, we
have devised a framework coined Simulation of Peides and Elicitation of their
Emergent Dynamics (SPEED) for the elicitation ofrfain behaviour in emergency
situations. This framework consists of a methodialmigapproach aiming at the
elicitation of human behaviour in hazardous sitraj and the use of the collected
data to breed and grow an artificial society [12].

One important aspect of the SPEED development stengi having participatory
simulation, in which some players interact in tlaens virtual environment. Taking
advantage of the multi-player feature of Unity3De envisage a test-bed in which
players share the same scenario, having to leagaiekly as possible, as soon as the
fire alarm sounds. The experimental setup describetlis paper aims to train and
educate the players in evacuation techniques asawsetlicit their behaviour when
facing the urgent need of evacuation from a bugdin

For the sake of demonstration, we setup a scearisisting of an auditorium,
which has been used in previous experiments, ftihie tusing various players
simultaneously sharing the same web-based applicdtveloped under the Unity3D
framework. The final goal is to understand how satg behave and try to extrapolate
their emergent behaviour for fire safety plannerd angineers as well as pedestrian
evacuation modellers.

The remainder of this paper is organised as follo8&ction 2 presents some
background and related work in the field of firéeta evacuation techniques, SG and
VR, behaviour elicitation and participatory simigat Section 3 is used to introduce
the implementation, whereas Section 4 the expetahexetup. Section 5 discusses
results from the experiments and tasks to accomplish a realization. Finally some
conclusions are drawn and future works, as weltl@glopments are presented in
Section 6.
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2 Background and Related Work

Before moving further on the explanation of the expental setup and the results
obtained, it is important to introduce some valeat®ncepts and subjects underlying
this project.

Fire safety training and education

The domain of fire safety is utterly dependent be human behaviour, both in its
origin as well as during its development [13]. Raittrly the evacuation process in
which occupants must leave whatever activities tr®yengaged to move as quickly
as possible towards the safest and nearest eigtcimmonly noted that the human
behaviour is of paramount importance for the outeaisuch process [14]-[17].

To train and educate building occupants it is usnigerform evacuation exercises
also called fire drills.

Firedrillsand building evacuation

Fire drills are mandatory in many countries. Theg performed to test emergency
plans but also to educate building occupants endscape procedures. Teaching fire
safety skills is an important issue to diminish thember of casualties and increase
the level of safety.

Serious Games are a powerful tool to catch thentate of the participants, who
otherwise would consider those exercises fastidemg boring, only carried out if
forced by some disciplinary obligation (professipr@ademic or to avoid some kind
of penalty). Also, the fire drill or emergency sa€io can be more realistic without
creating situations of danger to the trainees ddimg occupants. Data stored by the
computational tool can also be used for statistigppses, or to validate and calibrate
computer models.

The Serious Games Concept

Serious Games has gained a great prominence fiettief Digital Games within the
last years, by using high-definition graphics atatesof-the-art appealing animation
software [18]. It presents a great potential a®@ to be used for other purposes
rather than mere entertainment. Applications haweda range of domains, naturally
including social simulation, where data collectmfrplayer attitudes can be later used
for statistical analysis, and behavioural pattecognition.

Contrary to the primary purpose of entertainmentaditional digital games, SGs
are designed with a more serious purpose with otgdpethe outcomes reflected in
changes to the player behaviour [19].

A game is an artificially constructed, competitiaetivity with a specific goal, a
set of rules and constraints that is located ipegific context [20]. SGs refer to video
games whose application is focused on supportingites such as education,
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training, health, advertising, or social changeeitts [21] has identified a set of
benefits from combining SGs with other trainingietes: i) the learners’ motivation
is elevated; ii) completion rates are higher; pigssibility of accepting new learners;
iv) possibility of creating collaborative activiig v) learn through doing and
acquiring experience.

Other aspects that draw video game players’ attentire fantasy elements,
challenging situations and the ability to keep trmmous about the outcomes of their
possible actions [22].

Using Unity3D and Photon Unity Network to implement the Serious Games

The SGs used as example in this research was dreatag the Unity3D game
engine. Unity3D was selected due to its main charistics: i) powerful graphical
interface that allows visual object placement amdperty changing in runtime
(especially useful to rapidly create new scendrios existing models and assets and
quick tweaking of script variables); ii) the ahylito develop code in JavaScript, C# or
Boo; iii) simple project deployment for multiplegtforms including the Web, which
makes it possible to run the game on a Web broveséeature that is particularly
interesting for massive data collection. This laspect is something that we aim to
explore in a near future.

The Photon Unity Network framework was used to enpént the network
component of the game, making the multiplayer imm@atation much easier as the
server is already setup.

Multi-player

Multi-player is a game mode concept in which ip@ssible for two or more players
to play in the same game at the same time. Cldlssicas used for cooperatively play
(team-based games), or head-to-head competitiono(faly known as deathmatch).
There are usually two modes: split screen in witlighusers play on the same system
and share the screen, or via a Network, which ealotal (LAN) or on the web via
game servers.

3 Implementation

The implementation of the Serious Game, coined E23}[was made using the web-
based deployment version of Unity3D. For the mpléiyer game mode, we used the
Photon Unity Network (PUN) which creates a set mioms” where the players are
connected (see Fig.1) via a network, either lotAN) or over the Internet, through
game servers. Fig.2 shows a screenshot of oneimgrgrwith more than one player.

15 Edition, 2015 - ISBN: 978-972-752-173-9 p.123



Proceedings of the 10"" Doctoral Symposium in Informatics Engineering - DSIE’15

EWA
Application

PLIM

ugar

Fig. 1: Implementation architecture

4 Experimental Setup

The Office Room Scene

Fig. 2: Screenshot of Experiment 1 with two players iticecsimultaneously

This scene consists in subjecting the users to different case scenarios. Each
scenario took place in a virtual office room wittetreal time interaction of various
players. The experiment starts when the playep@&avaed in the office room and
starts hearing a fire alarm. Each player has tlefind the exit of the building;
however, each scenario had small differences thaleneach case special.
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First scenario

In this scenario, after getting to the door of thffice, the user cannot see any
emergency exit sign that indicates which directiortake (left or right). The results

obtained can shed a light on how people reactarehypes of situations which lacks
any emergency signs is pointing out the right dicec(see Fig.3 left).

Fig. 3: Screenshot of a case scenario with no emergexitysignal (left); and with the
emergency sign pointing to the left (right).

Second scenario

This time around there is an emergency sign thditates the user to take the left to
get to the emergency exit. This scenario has thectbe of studying the level of
attention that people have in panic situations E8ge3 right).

Third scenario

The third scenario was designed to study the askof of the users, meaning that we
wanted to analyse what would happen when the ussrsthat the emergency sign
communicates that to get to the exit the left paitist be taken, but said path is
blocked by a cloud of smoke (see Fig.4 left).

Fig. 4: Scenario with a cloud of smoke blocking the @eft) and a fire (right).
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Fourth scenario

This scenario is very similar to the previous ofilee objective here is to study what
is the user reaction when faced with a dangerotigt®n. In this case, when

confronted with a wall of fire blocking the pathttee exit indicated by the emergency
sign. This scenario illustrates a case that is lkEmp test virtually rather than in the

real world (see Fig.4 right).

Fifth scenario
In the final scenario of the first experiment, cbinfluence was tested. The user sees

that despite the emergency sign depicting the texithe left, there is a crowd of
people running to the right (see Fig.5).

Fig. 5: Scenario with a crowd running in the opposite dicecof the emergency exit sign

The cinema auditorium scene

In this scenario, as with the office room scene,weat to study how the interaction
between players influences the choice for an emmesgeexit. However, as this
scenario presents itself with a lot more space,ca run the experiments with a
larger number of players at the same time. The raxgat starts when a player is
connected to a multiplayer session, then the plasyglaced in front of a random chair
in the cinema auditorium. A fire alarm is then lieand the player has to find a way
out. There are two exit points, the emergency éoiated near the movie screen and
the auditorium’s entrance where moviegoers enterdom (as we can see in Fig. 6
and 7).
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Fig. 6: Screenshot of a schematic representation ofitleema’s auditorium

As with any other common cinema auditorium, it isa@acterised by a certain
inclination and steps of stairs, which may causfcdities in the evacuation process.

Fig. 7: Another perspective of the auditorium.

The game genre: First Person Player

First Person Players (FPP) are characterised lmynglglayers in a 3D virtual world
which is seen through the eyes of an avatar. Whaying, user has the feeling of
being actually on the location site, moving arouadd giving the best possible
sensation of immersion.

The controls for the SG presented to the childo#iow the common standards for
the FPS genre, using a combination of keyboard raadse to move the character
around the environment.

5 Data collected and resultsanalysis

In a previous experiment, a group of 19 childrannfra local elementary school were
selected to play the SG. Their main characterigtrespresented ifiable 1. All of
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them were used to interact with computers, talsletsvideo games. In fact, almost all
said having at least one game console at homeRkygstation, PSP, Nintendo, Wii).

Table 1. Population sample’s characteristics.

Data Values
Number of subjects 19 (100%)
Male subjects 9 (47%)
Female subjects 10 (53%)
Mean age 7,58
Age SD 0,96
Left-handed 4 (21%)
1 Grade 2 (11%)
2" Grade 8 (42%)
39 Grade 3 (16%)
4" Grade 5 (26%)

Preliminary results from the experiments

Most subjects prefer the keyboard+mouse combinatldn— 79%) instead of the
joystick (3 — 16%). It was noted that the youngdsidren (6 or 7 years old) attending
the £ or 2" grade, had more difficulties to understand thecBBcept and to interact
with it. The children of the '8 and 4' grades were more comfortable with the
computer commands and the SG aim.

The exit-choice scenario was probably the morelehging of the two role plays
and the one that kids enjoyed the most. Only twiledato see the emergency sign
pointing left; they confessed that were not awafrét meaning. These were the
youngest (7 years old) so it is understandable thek of knowledge.

B Left MRight M Left mRight

4 0,00% 100,00% | |

w

a)

Fig. 8: a) results in percentage for each exit-choicedesbe; b) results of a similar test with a
population of adults

Fig.8a) shows the results in percentage of the-akdtce test scenario for the
children. Fig.8b) shows results from a similar t@&h a population sample of adults.
Comparing both graphs, it is clear that the resaflesvery similar. Only in scene 5,
testing the tendency of following others, we realizat kids are more prone to follow
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the exit sign (42.11%) than adults (27.27%). Peshtajs fact is due to children are
better educated to obey rules than adults. Analytesults are shown in Table 2.

Table 2. Results from the exit-choice scenario.

Scene L eft Right
1. Tendency to turn left / right 5 14
2.Tendency to follow emergency signs 17

3.Tendency to go through smoke 11 8
4.Tendency to go through fire 0 19
5.Tendency to follow others 8 11

Expected results

One of the purposes of this multi-player approackoi analyse and to compare the
results with the data collected with the singleyptaversion. Added to this, it is
expected to extrapolate some players’ behaviouenvthey know they are not alone
in the simulation.

So far we have prepared two role play multi-plageenarios for which some
experiments can be made in the future, for theqmemwf social simulation research.

6 Conclusions and futurework

This paper presented the use of SGs to acquire mdrahaviour when facing the
urgent need of evacuating from an unknown building having to deal with a set of
unexpected situations and obstacles. A novel asmetdisted in the implementation
of a multi-player component allowing the study bé tinteraction between players.
Results are promising and extremely valuable fiar $iafety practitioners as well as
for evacuation modellers, since data on human bebtais scarce and much sought-
after, particularly for specific groups such asldigin, elderly or people with
disabilities. The knowledge elicited using this hmetology might be used by
evacuation simulators when trying to model situagio

This method has proved to be useful for data ciitlecas well as training. The
subjects that participated in previous experimeatshe end, were taught how they
should behave in a real situation, and we are denfithat the lessons learned will be
hardly forgotten. After the tests, they showed @& nenfidence and knowledge in fire
safety. The multi-player feature, although impleteen was not fully tested at the
time of the writing of this paper, due to time cwagts and the lack of sufficient
concurrent players to test the scenarios. Thiscasp# be pursued in the future.

Collecting information from the multi-player versi@f EVA will be the next step
of this research. For that, a certain number ofsuseust be chosen as well as
observers to collect the data. The massive dataction process using the multi-
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player feature developed and presented in thisrpajieallow us to compare them
with results obtained from the single player vensid the application.

During the course of the implementation of the iqpiayer framework, new and
interesting features and scenarios arose, thatrapmsed as future work:

« Having different non-playable characters (NPCs) tire scene, each
representing different roles. For instance, haviegple with disabilities,
children and the elderly should cause differenttieas on the players. For
example, what would the player do if an elderlpassed out on the floor?

« Communication between players would elevate thgeplanteraction even
more, bringing the simulation even closer to thal reorld. However,
restrictions would have to be placed so that pgeuld only communicate
with others only in a certain range around them.

e The implementation of a visual identifier, suchths players’ name above
the player’s head, for example, would allow thditgsof situations in which
people tend to follow others they know.

« Registering the amount of time the player has badjected to smoke
(reducing visibility) and even fire, would make thienulation closer to the
real world. Dying states and animations would bpleamented to show that
the user failed to escape. This situation wouldelfigfy cause more stress to
the individuals being tested, as it happens inli=al

e Currently the player only moves by walking. By implenting a running
feature, this could become a limited resource éndimulation, meaning that
the player would become tired over time.

< Implementation of a virtual player, whose objectiveuld be to record the
game session, making the data analysis much miicepf.

This work has given us the opportunity to use a mlern framework for game
development, expand an existing application unésektbpment at LIACC, the EVA
evacuation simulator, by providing the multi-playapability which will permit new
scenarios and data collection opportunities.

The ultimate goal of this research is to provide fafety engineers and building
managers with a tool for training and educating 8afety skills, as well as to grant
researchers a means for human behaviour elicitation
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Abstract: The advances in the interaction and visual simulation environments
related to the declining cost of computers and the constant increase in the
processing power, have enabled significant progress in how to interact in these
environments, allowing their greater use in the analysis of real situations and as
a tool for acquiring knowledge and supporting decision making. This article
aims to analyze 3D simulation environments for educational purposes and to
highlight the usefulness for people with special needs. The technology,
combined with appropriate interactivity and visual environments, including 3D
simulation can be an asset in the teaching-learning process. This paper addresses
the issue by exposing case studies and features results on the behavior of
students in the experience with 3D simulation environments.

Keywords: Interactivity, Simulation, 3D environment, Education, Training

1 Introduction

The technology follows the life of people showing a clear presence in their
daily lives and it is also getting increasingly affordable. The adjustments as well as the
technological progress are constant making new ideas, which result of the creativity
and the imagination that follow the modern times, be possible.

The use of simulated environment provides interactivity and experimentation,
an enabler of knowledge and analysis of various situations. Thus, among the various
areas, the use of these environments in the learning process can provide greater
motivation, helping the resources used in the traditional method of teaching. The
models which tend to use new technologies seek simple visual environments and
easily understandable by the target audience.

The 3D visual simulation is an ever-growing area, proving to be an instrument
of support in various areas. Therefore, the aim of this report is to analyze, propose a
prototype and explore the impact of 3D simulation environments at school in
particular for people with special needs.
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The main goal is to provide an idea of the tasks required to perform, allowing
the interaction and the visualization of the different methods to achieve them.
Although it is simulated, the environment presents a real situation, with the advantage
of containing tools to help understanding the task. A greater challenge is to make the
content appealing and visually stimulating.

The use of 3D graphical user interface has been proved useful in the learning
methods, such as the computer-aided design (CAD), facilitating the development of
the project, understanding and further education.

The analysis of the existing resources allowed the knowledge of the current
spectrum of existing models which in conjunction with the needs survey conducted in
this paper have helped to understand the shortages. Thus, based on this acquired
knowledge, a proposal for a simulation model was made. The current available
simulators for teaching present a user interface, which is sometimes less obvious as it
is the reflection of several options, ultimately confusing and diverting the attention
from the real objective and making handling complex. Therefore, the students usually
find it difficult to work with, which makes the learning process a long and demanding
task. To aid in this task, there is a study based on prototypes being developed in order
to provide greater motivation and interest by the public. Features such as animations
and three-dimensional statistical graphs are being thought of as options to facilitate the
perception of the operation.

2 State of the Art

The current technology allows find a wide variety of simulation environments
for different scenarios in education, for example: simulations in business education,
simulation in assembly of computers and similar situations, training simulation in cars,
plane and many others, but many of them do not take into account specific needs of
particular users. Sometimes these environments are important tools with a strong
impact on the development of these users that show difficulties at various levels and it
can limit others practices in real context. Transforming students from passive observes
of linear material to active operators of interactive content, these 3D simulation
environments allow students to become immersed and involved.

One example of a tool the simulation environment that simulates the assembly
of computers is the Cisco IT Essentials Virtual Desktop. It has a set of options which
allows exploring the components, verifying knowledge or watching a demonstration.
A different example is the design educational Game Based Simulation of ForgeFX to
teaching players about everyday solutions.

Training and education have really changed in recent times. They have moved
from classroom training to a continuously model where people learn at any time [1].

Increasingly new 3D technologies are being called on to enhance simulations,
using various methods such as modelling, digitization and virtual reality to create high
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quality and realistic digital content. This allows learners to experience resources that
aren't normally available to them, whether it be due to their being in an inaccessible
location or the element being in a fragile condition [2].

3 Simulation Environment

The diversity of applications involving simulated environments is growing.
The simulation environments appear as a way to assist and facilitate the knowledge, to
experience and analyze the different models. The increase of the use of this method
entails some precautions derived from the complexity that they present due to the
interaction. The understanding and the interaction with the system by an inexperienced
user may not be a simple task since the selection, the manipulation and the orientation
of objects may not be intuitive and so it is difficult to adapt.

Training and educational simulations are created in order to facilitate students
or users learning. Because of its purpose, an educational simulation is an abstracted
representation of the target system, which tries to show the complexity and realism of
the element. In [3] have divided educational simulations in two main categories:
operational simulations and conceptual simulations. Operational simulations are
designed to facilitate the construction of practical knowledge, for example, in areas
such as training. Conceptual simulations, on the other hand, are designed to facilitate
conceptual knowledge construction on the part of the students. They are based on
conceptual models, used within subject domain education, which simulate the
relationships that exist between the variables of a real world system, while at the same
time allowing the user to manipulate those variables [4]. The applications analyzed in
this study are in both categories.

Knowledge body

Learning goals \l Students attributes

\ Simulation
Environment

Pedagogical strategy Simulation attributes

Figure 1 - Aspects of simulation environment training and education

In [5] “Interactive Storytelling: techniques for 21st Century Fiction”, A.
Glassner discusses what he calls the myth of interactivity, explaining that in recent
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years the concept of interactivity was placed in a very high level, because even with
the biggest interactivity possible if the environment where the user is interacting is not
interesting, the immersion will not succeed. In this sense, one can find various
applications that even holding good interactivity, were unsuccessful because they did
not captivate the user's interest in exploring it.

Similar discussion can be taken into account in the context of education, where
various softwares created for this purpose only reproduce the concept of the paradigm
to be transmitted. In this case, we have to think not only about the user's interaction
with the environment, but in the interest and the curiosity he may feel in exploring the
environment offered.

There are several simulation tools available and within reach of a simple
search on Internet. In general they have a set of options, which allow the user to know
the components of the area, to check knowledge or to watch a demonstration.

The technique for selecting objects emerges as an important element in the
performance of the user when interacting with the system.

4 Implementation and evaluation of results

When you want to build a three-dimensional environment with certain
characteristics to be inserted into a product of education, a set of specific tools in the
area of 3D is needed. Currently, we can find on the market multiple offers of 3D
design software for free and also commercial versions that allow three-dimensional
structures to develop from small to complex 3D environments [6].

The development of the whole simulation environment (Figure 2 and 3)
presented here, was concerned with the need to create a simple and intuitive interface
so that you can focus your attention on the systems studied and not on the learning of
the use. In this case, the simulation environment to computer assembly, appear as a
way to assist and facilitate the knowledge, experience and analyze the different
models. The highlight of this simulation is derived from the complexity that it
presents, due to the interaction.

Figure 2 - Interface of the simulation
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Figure 3 - Video help

The usual method in the evaluation of the 3D interaction is the users test, task-
based. Therefore, in this experiment a group of users (32 students) from a local high
school were selected to test 3D Simulation Environment in computers. Their main
characteristics are presented in Table 1. This group interacted with 3D simulation
environments making it possible to see their behavior regarding this application.

Data Values
Number of subjects 32
Male subjects 25
Female subjects 7
Minimum age 14
Maximum age 23
Mean age 16,4

Table 1 - Students samples characteristics.

This is a stimulating environment for users concerning the visual level, based
in the trend perceived in the context of training in the classroom. However, the
interactive element appears to be a difficult component, because the features are
leading many users with fewer skills to need assistance in completing the task. The
possibility of demonstration is an enriching factor, according to the analysis done in
the same context.

The applications analyzed in this study revealed similar points of view. Thus,
the point of view of the observer is fixed, a strategy which saves the user from
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handling complementary options at the same time that loaded the environment with
options. However, in accordance with the results of the analysis, more experienced
users, familiar with these environments, try these features in order to see greater detail
but the users with special needs show greater comfort with this strategy that features
more simplicity of the application.

The displacement of the objects is allowed through the use of the keyboard and
the mouse; this last allows greater comfort for the user, as the results show. The
selection allows the choice of elements and interaction with that object, this last being
referred by the group survey as an important operation in the analysis of details in this
type of simulation.

The prototype in the analysis tends to be an aid element and understanding of
an appropriate methodology to develop in this study and therefore provides help in
video format. To do so, the user needs to click the corresponding button. The help
comes in context through the action performed at the time, trying to understand and
meet the needs. On its turn, the user can view all the support videos, whenever
convenient, which work as a tutorial.

A friendly and engaging environment makes learning accessible and it can
determine its success, an opinion shared by several authors in the field of education
and information technology. Thus, this prototype arises and tries to present only the
necessary elements for the user to perform the task.

The purpose of this paper is to evaluate the usability, accessibility and
functionality of an educational content developed in a three dimensional environment
(Figure 4). Accordingly, the above prototype was designed with the aim of promoting
new challenges to the public.

20 A
18
16 A
14 A
12 A
10

B Usability and
Accessiblity

B Functionality

oON b O
L

Bad Sastisfatory Good

Figure 4 - Usability, accessibility and functionality of an educational
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The quality of the environment exposed was evaluated as satisfactory. The
navigation revealed to be an important point so, it requires greater attention.
Regarding this aspect, the users sometimes showed difficulty in handling the object
they wanted, but the taste by use of the model was verified.

The methodology is based in the observation of tasks, the comments about the
difficulties and the analysis of the verification results. So, after identifying
requirements, the prototype was developed for subsequent presentation to students.
The information obtained can improve the solution presented.

The primary appeal of learn by doing simulations is that it can provide
tremendously effective and engaging learning. The results obtained showed reactions
to error on the part of users in the tasks required. The tutoring component provides
feedback in the form of text, in order to help the students make the appropriate
generalizations. Another option is a video clip provided, explaining a concept in more
detail. This has been seen as an asset by users that revealed greater difficulties.

5 Conclusion

The 3D environments are present now in different situations, and one should
check their behavior in the context of learning. The study comes after observing the
conduct of students with this medium. The interest and commitment shown in the
attempt to achieve the objectives pursued by these applications leaves its use as
auxiliary tools open.

The use of a tridimensional environment allows the creation of an expectation
and greater enthusiasm around the activity. The success of an application is related to
the strategy and implementation used because the navigability and the interactivity
appear as central elements to the user. A tool with a strong visual impact may
discourage or make the understanding slower. On the other hand, the simplicity of an
environment allows the user to focus and quickly assimilate the aim of the tool.

The ever-increasing realism, resulting of the advances in the area, allows users
to be engaged and captivated and leaves the possibility for a greater exploitation of
contents in 3D simulation environments in the learning process, especially for users
with special needs, in the future.

In sum, users who have experienced the tools available in this study,
specifically simulation environments for computer assembly and training simulators
are satisfied with the presented environment, considered by them as pleasant and
attractive, but less satisfied with the readability, clarity and consistency these for use
of people with special needs. The guidance for these students in simulations should be
very simple

The prototype presented highlights this desire allowing the use of a simple 3D
environment. As future work, the project will continue the process of analysis and
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evaluation within the school community so as to allow a final product according to
their specific needs.

Also, in the future it is expected the possibility to develop other applications in
different fields of knowledge for this public to facilitate learning. In this process there
will be need for continued analysis of interactivity, usability and accessibility, this last
aspect is important for the functionality and educational success to the student with
special needs.
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